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ABSTRACT
Twitter is a unique social media channel, in the sense that
users discuss and talk about the most diverse topics, in-
cluding their health conditions. In this paper we analyze
how Dengue epidemic is reflected on Twitter and to what
extent that information can be used for the sake of surveil-
lance. Dengue is a mosquito-borne infectious disease that is
a leading cause of illness and death in tropical and sub-
tropical regions, including Brazil. We propose an active
surveillance methodology that is based on four dimensions:
volume, location, time and public perception. First we ex-
plore the public perception dimension by performing senti-
ment analysis. This analysis enables us to filter out con-
tent that is not relevant for the sake of Dengue surveillance.
Then, we verify the high correlation between the number of
cases reported by official statistics and the number of tweets
posted during the same time period (i.e., R2 = 0.9578). A
clustering approach was used in order to exploit the spatio-
temporal dimension, and the quality of the clusters obtained
becomes evident when they are compared to official data
(i.e., RandIndex = 0.8914). As an application, we propose
a Dengue surveillance system that shows the evolution of the
dengue situation reported in tweets, which is implemented
in www.observatorio.inweb.org.br/dengue/.

Categories and Subject Descriptors
J.4. [Computer Applications]: Social and behavioral
sciences Miscellaneous; H.3.5 [Online Information Ser-
vices]: Web-based services

General Terms
Human Factors, Measurement, Web, Data Mining
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1. INTRODUCTION
Twitter is amongst the new media channels that are chal-
lenging how we communicate. Users discuss and talk about
the most diverse topics, including their health conditions.
In this paper we analyze how dengue epidemics reflected
on Twitter and to what extent that information can be
used for surveillance. Dengue is a mosquito-borne infec-
tion that causes a severe flu-like illness, and sometimes a
potentially lethal complication called dengue hemorrhagic
fever. Indeed, despite massive media advertisement and ex-
pensive household control measures, governments have failed
to decrease the prevalence of the mosquito and dengue epi-
demics [5].

Traditional disease surveillance comprises a set of epidemio-
logical procedures that monitor the spread of a disease and
determine how it is spreading. Surveillance reports quantify
the number of cases for each location and time period. Rapid
turnaround surveys are undoubtedly an essential tool for
providing timely and sensitive information to public health
agencies. However, for several diseases, including dengue,
such surveillance results usually take weeks to be made pub-
lic, when it is often too late for taking effective counter mea-
sures. Fortunately, social media channels, such as Twitter,
offer a continuous source of epidemic information, arming
public health agencies with the ability to perform real-time
surveillance.

In this work we propose, for the sake of surveillance, to con-
sider not only how much , where and when dengue inci-
dence happened, but also an additional dimension enabled
by social media, which is how the population faces the epi-
demics. We then introduce an active surveillance framework
that analyzes how social media reflects epidemics based on
four dimensions: volume, location, time, and public percep-
tion. Further, we address a fundamental question that is
to what extent tweets support spatio-temporal predictions
of dengue cases and propose a methodology for such assess-
ment, which is based on comparing different patterns and
models for both actual disease reports and Twitter data.
In particular, for predicting the volume we employ regres-



sion techniques, while the spatio-temporal predictions are
based on clustering. Regarding public perception, we ana-
lyze how users refer to dengue in his/her tweets, again con-
sidering both time and location dimensions, and applying
state of the art techniques for sentiment analysis. We apply
the methodology to dengue-related data from Brazil, spread-
ing from 2009 to 2011 and show that twitter is a powerful
source of information. We also present and validate a simple
surveillance system that is built on top of our framework.

In summary, this work has the following contributions: (i)
proposal and application of a four-dimensional framework
for assessing the use of social media data in active surveil-
lance; (ii) proposal, implementation and evaluation of an
active surveillance system; (iii) instantiation of both the
framework and the surveillance system for dengue.

2. BACKGROUND ON DENGUE
Dengue is caused by a virus - the Dengue virus - that be-
longs to the family Flaviviridae and present four known vi-
ral serotypes. Infection of humans causes disease of varying
severity, from classical Dengue Fever (DF) to severe dengue
infection and death [17]. The disease is very significant in
tropical and subtropical regions of the planet and affects
more than 100 countries in developing and underdeveloped
countries. The World Health Organization estimates ap-
proximately 2 billion people are at risk of infection and
about 50 million infections occur globally every year. In
2009, 18,000 deaths occurred according to the WHO, al-
though exact numbers are not known due to underreporting
[28]. The growth of the dengue epidemic is exponential, not
only in terms of number and severity of cases but also in
the number of new areas on to which the disease is now
found. Epidemiological vigilance coupled to adequate con-
trol measures are the mainstay of the prevention of infectious
disease outbreaks, especially for those in which vaccines are
not available. Environmental and social features involved
in disease dynamics on a certain population are important
factors when considering the best epidemiological and con-
trol measures against an outbreak. In the context of dengue
infection, spatial and temporal dynamics of the disease are
pivotal factors that must be considered in surveillance ac-
tions. In most dengue endemic areas the transmission is
seasonal and increases during the wet season. Outbreaks
generally occur in inter-epidemic periods. Thus, surveillance
systems must be capable of detecting these events in order
to provide reliable indicators to orient control actions. The
development of a population-based system designed to mon-
itor spatial and temporal distribution of dengue and also ca-
pable of registering the clinical forms of dengue cases would
have enormous public health importance for establishing the
priority areas for intervention and the alert threshold point
in outbreaks [23]. The strategy and the system proposed
in this work aim to fulfill such demand in the context of
dengue.

3. RELATED WORK
The Web has attracted lots of attention because of the im-
mense publicly accessible data and its real-time character.
Some examples of Web data are the user generated content
such as the messages posted in online social medias or the
queries submitted to a Web site that can be used to know

what is talked or discussed, or what are the interests of the
user.

Recently, some articles have demonstrated how social me-
dia content like chatter from Twitter can be used to predict
real-world events. In [24] Twitter users are considered as
sensors and are used to create a mechanism for the detec-
tion of earthquakes. They produced a probabilistic spatio-
temporal model that can find the center of the earthquake
and its trajectory. Their approach was able to send alerts
faster than meteorological agencies. Similarly, Asur and Hu-
berman [3] demonstrated how messages from Twitter can be
used to forecast box-office revenues for movies. They pro-
pose a model based on the rate at which tweets are created
about particular topics and show that their approach was
able to outperform market-based predictors. In [25], Tu-
masjan et al. showed that opinions identified in tweets re-
lated to the German federal election are able to reflect offline
political sentiment.

The Web is an important source of health information as
people use it to search for information about specific diseases
or medical information, especially about infectious diseases.
As a consequence, the volume of Web search queries pro-
vides an alternative to disease surveillance. Although Ey-
senbach [12, 13] had no access to search engine query logs, he
has collected the number of clicks on a“sponsored link” from
Google Adsense, which appeared for Canadian searches only,
who entered “flu” or “flu symptoms”. He used this data to
accurately anticipate the Flu reports collected by the Public
Agency of Canada. More recently, Google developed a sys-
tem to predict seasonal flu activity based on search queries
that indicate influenza-like illness activity [14]. By apply-
ing a linear regression fit with official health reports, they
achieved on average a linear correlation of 90%, predicting
influenza rates 1-2 weeks in advance. Similarly, in [22] the
frequency of influenza-related queries on Yahoo! search en-
gine has been proven to be correlated with influenza and
mortality rates in the United States. In [18] user queries on
a Swedish medical website with influenza and influenza-like
illness words have been used to learn ILI rates in Sweden.
Web search queries were also used for other purposes. Goel
et al. [15] showed that the subject associated with consumers
searches on the Web can predict their future collective be-
havior with days or even weeks in advance. They used search
query volume and linear regression models to forecast the
box-office revenue, sales of video games, and the rank of
songs.

The messages posted on Twitter with influenza-like words
were recently used as a real-time indicator of Flu activ-
ity [21, 20]. They compared the volume of these tweets with
data from the Health Protection Agency of United King-
dom to obtain a linear correlation greater than 95%. In
references [7, 1] a framework, namely SNEFT, is introduced
as a continuous data collection engine that combines the de-
tection and prediction capability of social networks in dis-
covering real world flu trends and use tweets to correlate to
official statistics. The content of the messages in Twitter are
analyzed in [8], where the authors monitor the use of terms
related to Flu and validate Twitter as a real-time content,
sentiment, and public attention trend-tracking tool.



Complementary to the above studies, our work aims at using
the user generated content available on the Web to predict a
real-world event. The event we are interested is the dengue
epidemic, a neglected tropical disease that, to the best of
our knowledge, has never been explored in the context of
the Web. Additionally, differently from the above efforts,
we propose a framework that not only considers the linear
regression on the volume of data. Our dengue surveillance
approach considers four dimensions: volume, location, time,
and public perception. Next we describe our methodology.

4. METHODOLOGY
In this section we propose a methodology to perform active
dengue surveillance based on four dimensions that are asso-
ciated with Twitter data: volume, location, time, and public
perception. Volume represents the amount of tweets men-
tioning the word“dengue”, and it can be used to approximate
dengue incidence rate. Location is the geographic informa-
tion associated with tweets mentioning the word “dengue”.
Time refers to when tweets mentioning the word “dengue”
were posted. The last dimension, content, is the overall
population perception/sentiment about dengue epidemics.
In order to implement our four-dimension surveillance tech-
nique, we consider Twitter as a constant stream of epidemi-
ological data, which is freely reported by the online popula-
tion.

4.1 Content analysis
Content analysis may provide important clues about pub-
lic perception, that is, the attitude associated with tweets
mentioning dengue. Classification techniques may be used
to estimate (or score) sentiments expressed in tweets. First,
we create sentiment categories, and then we use a selective
sampling approach [19] to create a representative training
dataset. Finally, a classifier uses this dataset in order to
estimate the likelihood for each category.

We employed the same taxonomy proposed in [8] in order to
assess the population’s aggregate perception about dengue
epidemics. The taxonomy is composed of 5 sentiment cate-
gories:

1. Personal experience: tweets expressing dengue cases
(i.e., “You know I have had dengue?”).

2. Ironic/sarcastic tweets.

3. Opinion: tweets expressing the opinion about some
fact related to dengue (i.e., “Very cool the campaign
against dengue. The small gestures that end up pre-
serving the lives of many people”).

4. Resource: informative tweets (i.e., “Dengue virus type
4 in circulation”).

5. Marketing: tweets repercuting public campaigns (i.e.,
“All against dengue. Brazil relies on you”).

A selective sampling strategy [19] was carried in order to
build a small, but representative training dataset. Then, an
associative classifier [27], which is shown to produce accu-
rate models even when only few training examples are made

available, produces a sentiment model, which is extracted
from the training dataset. The classifier employs associ-
ation rules mapping textual-patterns to specific sentiment
categories. These rules have the form {x → y}, where x is
a textual-pattern and y is any of the categories in our tax-
onomy. Rules are first extracted from the training dataset,
and then each rule {x→ y} is interpreted as a vote given by
x for y. These votes have different weights, depending on
the confidence [2] of the corresponding rules. The weighted
votes for sentiment yi are summed, giving the score for sen-
timent yi with regard to a specific tweet m, as shown in
Equation 1:

s(m, yi) =
∑

θ(x→ yi) (1)

Finally, the scores are normalized, as expressed by the scor-
ing function p̂(yi|m), shown in Equation 2. It is important
to notice that the same tweet may be simultaneously asso-
ciated with different sentiment categories, and thus, instead
of predicting a single category, we employ a scoring func-
tion (shown in Equation 2) which estimates the likelihood
of sentiment yi being the implicit attitude of tweet m.

p̂(yi|m) =
s(m, yi)∑

j=0

s(m, yj)
(2)

4.2 Correlation analysis
Now we will consider the volume dimension. Basically, we
want to fit a regression model that may approximate dengue
incidence rate. We fit linear models using the amount of
tweets mentioning the word “dengue”, in order to predict
the official amount of cases reported by the Health Ministry.
Regression models are further enhanced by considering only
tweets expressing high levels of personal experience. The
intuition is to improve our model by considering only tweets
related with real dengue cases. Our models are based on one
of the following variables:

1. the volume of tweets related to dengue, posted by
Brazilian users

2. the proportion of tweets expressing personal experi-
ence, posted by Brazilian users, given as:

PTPE =

∑
p̂(Personal Experience|m)

#tweets

The first regression model simply uses the volume of tweets
in order to predict the amount of dengue cases, in the same
time period, as shown in Equation 3:

#casest = β0 + β1 ×#tweetst + β2 ×#tweetst−1 + ε (3)

where variable #tweetst gives the number of tweets men-
tioning the word “dengue” posted on time period t. The sec-
ond model refines the first one by considering only tweets



expressing personal experience (i.e., PTPE), as shown in
Equation 4:

#casest = β0 + β1 × PTPEt + β2 × PTPEt−1 + ε (4)

4.3 Spatio-temporal analysis
When the epidemics location is early detected, it becomes
possible to enhance health assistance, by properly intensify-
ing disease control measures. In order to enable government
agencies to concentrate efforts on critical locations in the
right time, we must discover groups of cities that are near
each other, and having similar dengue incidence rates at a
given point of time.

In this sense, location and time dimensions are used to per-
form spatio-temporal predictions by means of clustering.
Specifically, we want to find close cities with similar dengue
incidence rates at the same time. Therefore, groups of cities
are created by taking into account the spatial distance, as
well as the difference in dengue incidence at a given point
of time. To this end, we used a state-of-the-art spatial clus-
tering technique, namely ST-DBSCAN [4], which does not
require apriori specification of the number of clusters. This
algorithm is based on DBSCAN [11] and it has the abil-
ity of discovering clusters with arbitrary shape. Further,
it determines clusters according to non-spatial, spatial and
temporal information. In our context, non-spatial informa-
tion consists of dengue incidence rates for each observed city
(these rates are approximated by the proportion of tweets
expressing personal experience − PTPE value). Spatial in-
formation consists of the city location, given by its latitude
and longitude. Finally, temporal information consists of the
month in which the corresponding incidence rate was ob-
served.

For a cluster to be formed, it is necessary a minimum number
of cities (MinPts) that are near each other (the distance
between cities must be < Eps1) and with the similar dengue
incidence rates (difference between dengue rates associated
with two cities must be < Eps2) in the same month. In this
way, MinPts, Eps1, Eps2 are the three input parameters
needed by the clustering algorithm.

4.4 Surveillance
Surveillance systems collect and monitor data for disease
trends in order to detect outbreaks as fast as possible, and
also to guide immediate actions, prioritizing the allocation
of health resources and enhancing both the timeliness and
quality of information provided [5, 23]. We propose a surveil-
lance approach using Twitter data that considers the four
dimensions already discussed. Basically, we aim to analyze
the proportion of tweets expressing personal experience (i.e.,
PTPE value) in a weekly basis, and for all cities in Brazil.
The intuition is that, an abrupt increase on PTPE may in-
dicate outbreaks in the corresponding cities.

A simple graphic model based on heat maps is able to cap-
ture variations on PTPE. In this case, weeks associated with
colors tending to red may indicate dengue outbreaks occur-
ring on the corresponding city.

5. DATASETS
In this paper, we employ data collected from two different
sources. One is the official dengue reports made available
by the Brazilian Health Ministry. The other is composed of
Twitter messages mentioning the word “dengue”. Next, we
describe in details both datasets and also discuss some of
their limitations.

5.1 Official dengue reports
To measure the occurrence of dengue cases, we used reports
from the Brazilian Health Ministry related to the dengue
epidemics. This data provide regional statistics for Brazil,
based on the notified cases of dengue. Particularly, we used
the publicly available historical data about dengue [9]. This
dataset contains the number of dengue cases per city, noti-
fied between 2007 and 2010. As this dataset is not frequently
updated, it was not possible to obtain data from 2011.

5.2 Twitter
This dataset is composed by Twitter messages (tweets) re-
lated to dengue posted in two distinct periods: from 2006
(when Twitter was created) to July 2009 and from December
2010 to April 2011. The first set of tweets was obtained from
a previous measurement study that collected the complete
history of tweets posted by all users as of July 2009 [6]. The
second part consists of tweets we collected through Twit-
ter Streaming API [26]. We define the tweet as related to
dengue if it contains in its text the word “dengue”.

The first dataset has 27,658 tweets related to dengue, out of
which 90.27% are from 2009. As there are not enough mes-
sages before 2009, we decided to consider only tweets from
January 2009 until May 2009, which is the dengue season
in Brazil. The second dataset contains 465,444 tweets, and
some of them were posted during the dengue 2011 season in
Brazil. The number of tweets and users from both datasets
are shown in Table 1.

From these datasets we are particularly interested in three
pieces of information. The first is the text tweet, used to
analyze the public perception about dengue. Also, the ex-
actly time the tweets were posted and the user location is
crucial to know exactly when and where people commented
about dengue. Text and time were obtained directly from
the Twitter API, whereas the user location requires one last
step to be gathered properly.

The location information written in user profiles of Twit-
ter is in free text form and often contains invalid location
like “Mars” or “everywhere”, making it difficult to automate
the process. We filtered out invalid locations and inferred
plausible locations of users by using the Google Geocoding
API [16], which converts addresses or city names written in
free text form into geographic coordinates of latitude and
longitude. As our study is restricted to users who are post-
ing from Brazil, we only consider tweets that are posted
from Brazilian users. Table 1 shows the information of both
datasets and the fraction of tweets with user location iden-
tified.

5.3 Data limitations
Although both datasets described above give us a unique op-
portunity to use the Web as a surveillance tool for dengue,



Table 1: Tweets with location details
Jan2009 - Dez2010 -
Mai2009 Apr 2011

Tweets 12256 465444
without location 2310 (18.85%) 107354(23.06%)
from Brazil 3242(26.45%) 280770(60.32%)

with city 2447(19.97%) 181845(39.07%)
Users 11643 458045

without location 2206(18.95%) 105926(23.13%)
from Brazil 3100(26.63%) 275318(60.11%)

with city 2338(20.08%) 178045(38.87%)

these datasets have a few limitations. First, the dataset
containing official dengue reports that is made available by
Brazilian Healthy Ministry might not contain all dengue
cases occurred in Brazil, but only the registered by the doc-
tors and reported by the government. Second, many tweets
are discarded due to the lack of user location, leading us to
discard from our analysis the cities with very few tweets.
Finally, user location was not obtained for each individual
tweet, but for each user. Thus, our analysis ignores user
mobility.

6. EXPERIMENTAL EVALUATION
In this section, we present the evaluation and experimen-
tal results for the four-dimension methodology proposed in
Section 4, which includes content, correlation and spatio-
temporal analysis. Further, we present surveillance results.

6.1 Content analysis
For content analysis, we considered Twitter datasets dis-
cussed in Section 5.2. First, we want to verify the sentiment
distribution for both datasets over time. Figure 1 shows, for
each month, the percentage associated with each sentiment.
Content analysis is extremely useful, either to capture pub-
lic perception about dengue, and also to reduce noisy for
the sake of surveillance, since we may consider more heavily
tweets expressing personal experience (instead of consider-
ing all tweets indiscriminately). This selection is mandatory
for dengue surveillance using Twitter, because it enables us
to focus only on tweets that are related to dengue cases.

Next, we want to verify the discrepancy in the proportion of
tweets expressing personal experience− PTPE, coming from
representative cities that actually showed different dengue
incidence rates (according to official reports). In the be-
ginning of 2011, the city of Manaus suffered with a sudden
outbreak, which resulted in many deaths. During the same
period, the city of Belo Horizonte reported a decrease in
dengue cases (when compared to the last year). Figure 2
shows the variation in PTPE values for Manaus and Belo
Horizonte from December 2010 to April 2011. As it can be
seen, for all months considered, Manaus has larger PTPE
values when compared to PTPE values associated with Belo
Horizonte.

6.2 Correlation analysis
In order to understand whether activity on Twitter indeed
reflects dengue incidence in Brazil, we examine linear regres-
sion models discussed in Section 4.2. The first model was
fit simply using the volume of tweets mentioning the word
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Figure 1: Sentiment distribution over 2009 dengue
season and from Dec-2010 until Apr-2011.
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“dengue” each month. The second model was fit using only
PTPE values, thus reducing the impact of tweets that are
not relevant for the sake of dengue surveillance.

For this experiment, we used only the Twitter dataset col-
lected from Jan-2009 to May-2009, since there is no official
data reported by the Brazilian Health Ministry for 2011. Re-
sults are shown in Table 2. As it can be seen, the model that
was produced using all tweets mentioning the word “dengue”
is well correlated with official reports, but the model be-
comes much better when we use only PTPE values. In
conclusion, we can accurately estimate the current level of
monthly dengue activity using tweets expressing personal
experience.

Table 2: Regression-analysis results
Model R2

Tweets 0.7829
Personal experience 0.9578



6.3 Spatio-temporal analysis
Geographic and time dimensions were, again, analyzed us-
ing Twitter data collected from Jan-2009 to May-2009, since
there is no official data reported by the Brazilian Health
Ministry for 2011. For this experiment, we first selected, for
each month, only the cities that appear both in the Twit-
ter and in the official data. This selection was performed in
order to guarantee that both datasets have the same cities:
332 cities remained after this selection. Then, we calculate
the incidence rate associated with each of the 332 cities, by
dividing the official number of dengue cases by the corre-
sponding population. This way, we have, for each city, the
proportion of the population that are infected by dengue.
Similarly, the number of tweets associated with each city
was also divided by the population of that city. After that,
a normalization was made to have both rates of dengue with
values between 0 and 1. Again, we also use PTPE values
(associated with each city) in order to consider only the rel-
evant content for the sake of dengue surveillance.

Third, before running ST-DBSCAN, it is necessary to deter-
mine its input parameters. A simple heuristic is presented
in [4], which determines parameters Eps and MinPts. The
heuristic suggests MinPts ≈ ln(n) where n is the size of the
dataset, and Eps must be chosen depending on the value
of MinPts. The first step of the heuristic method is to
determine the distances to the k-nearest neighbors for each
point (i.e., city), where k is equal to MinPts. Then this
k-distance values should be sorted in descending order. Fi-
nally, we should determine the threshold point which is the
first “valley” of the sorted curve. Also, we should select Eps
to be less than the distance defined by the first valley.

In our context, the value for the parameter MinPts is set
to 2 because we want to find clusters with at least two cities
with similar incidence rates. The value of the maximum dis-
tance between the cities, Eps1, and the maximum difference
between dengue incidence, Eps2, were determined by the
heuristic described above. The minimum number of points
and the distance between the cities are the same for both
datasets and as incidence rates were normalized (i.e., values
are between 0 and 1), it has the same value too. The input
parameters assigned as Eps2 = 0.025 when using the entire
Twitter data, and Eps2 = 0.037 when using only PTPE val-
ues. Parameters Eps1 = 2.5, and MinPts = 2 are equal for
both datasets.

The clusters found using the entire Twitter data are very
correlated with the clusters found using the official data.
The mean value for Rand Index is 0.8506 (min= 0.7887 and
max= 0.9310). By considering only tweets expressing per-
sonal experience, the clusters found are strongly correlated
with the clusters found using the official data. Specifically,
the mean value for Rand Index grows to 0.891437 (min=
0.8327 and max= 0.9284). Again, we were able to obtain
much better results by considering only PTPE values. The
clusters formed with the official dengue statistics at monthly
basis, as well as with PTPE values data are shown in Figure
3.

The number of clusters obtained in each month and the
mean number of cities per cluster are shown in Table 3.
As can be seen, the number of clusters obtained from both

Table 3: Number of clusters and average of cities
per cluster and number

Months
Twitter dataset Official dataset

#Cluster
Average

#Cluster
Average

of Cities of Cities
1 7 3 4 4
2 6 3 5 4.8
3 11 13 10 4.5
4 18 4.89 19 4.63
5 19 5.58 15 7.2

Twitter and official data are similar as well as the average
of cities per cluster.

6.4 Surveillance
In our experiments for evaluating the surveillance ability us-
ing Twitter, we consider the top 22 cities in terms of number
of tweets. These tweets correspond to roughly 60% of the
total of tweets in our dataset (i.e., Twitter data from Dec-
2010 to Apr-2011), as shown in Figure 4. Our surveillance
approach can be viewed as a heat map that shows weekly
PTPE values for each city. We show the results obtained
using Twitter data in Figure 5.
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Although there is no official dengue reports for 2011, we
can use a document provided by Brazilian Health Ministry
that summarizes dengue situation in Brazil from January to
March 2011 [10], to analyze the effectiveness of the surveil-
lance approach proposed.

Brazil is divided into 26 states, which are grouped into five
regions: North (N), Northeast (NE), Middlewest (MW),
Southeast (DE) and South (S). About 68% of dengue cases
notified concentrates in 7 states which are all represented in
Figure 5 by one or more cities. Some examples that we can
highlight by contrasting Figure 5 and the epidemiological re-
port summary are described in the following. For instance,
in the North region, the two cities with highest dengue inci-
dence were Manaus and Rio Branco. Both cities show high
PTPE values during most of the weeks. In the Northeast re-
gion, the city that had the highest incidence was Fortaleza,



Figure 3: Clusters of cities with similar rates of dengue in the period from dengue season of 2009. The
first line are the clusters that were obtained considering the percentage of personal experience tweets and
the second line with data from official dengue reports and each map from left to right are the months from
Jan-2009 to May-2009.

which, according to our surveillance approach, has a great
number of weeks with high PTPE values. Another interest-
ing example concerns the cities of Campinas and Ribeirão
Preto, both cities are in the state of São Paulo, and they
concentrate the highest dengue incidence in this state.

These techniques are implemented in www.observatorio.

inweb.org.br/dengue/

7. CONCLUSIONS
In this paper we show the potential of Twitter data for the
sake of dengue surveillance. We proposed a methodology
that is based on four dimensions: volume, location, time
and content. Specifically, we speculate how users refer to
dengue in Twitter with sentiment analysis and use the re-
sult to focus only on tweets that somehow express personal
experience about dengue. Then we constructed a highly
correlated linear regression model for predicting the number
of dengue cases using the proportion of tweets expressing
personal experience. We showed that Twitter can be used
to predict, spatially and temporally, dengue epidemics by
means of clustering.

Finally, we propose a dengue surveillance approach, that is a
weekly overview of what is happening in each city compared
with the weeks before. While in this study we focused on the
dengue disease in Brazil for the sake of having the data from
Brazilian Health Ministry, this method may be extended to
other countries and other diseases.
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