Abstract—While a large number of surveillance cameras available nowadays provide a safe environment, the huge amount of data generated by them prevents a manual processing, requiring the application of automated methods to understand the scene. However, the majority of the currently available methods are still unable to process this amount of data in real time, mainly those focusing on pedestrian detection. To optimize pedestrian detection methods, this work proposes a novel approach that performs a random filtering supported by the Maximum Search Problem theorem to select a very small number from all possible detection windows. Although the random filtering is able to select regions that capture every person on an image, some windows can cover only parts of a person, diminishing the accuracy. To solve that, a regression is applied to adjust the windows to the person’s location. The computational cost reduction comes from the fact that the proposed approach does not need to perform any processing while selecting windows, differently from cascades of rejection that must evaluate at least simple features for every window. The experiments performed using a pedestrian detection based on Partial Least Squares show that the approach is effective in both accuracy and computational cost reduction.
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I. INTRODUCTION

Pedestrian detection presents a fundamental importance in applications such as video surveillance and monitoring, since the location of the persons in the scene provides useful information to activity recognition and understanding, the main goals of such applications. Therefore, to enable the processing of the vast amounts of data provided by multiple surveillance cameras, the volume of data must first be reduced through pedestrian detection methods so that one can focus only on regions of interest to solve problems such as person tracking, face recognition, person re-identification, action and activity recognition, aiming at the scene analysis and understanding.

Several challenges are faced by the pedestrian detection [1]. Among them are changes in illumination and person’s appearance, pose variations, low quality of the acquired data, and the small size of the pedestrian in the image, making the detection process harder. However, besides all these challenges, the majority of applications require high performance and reliable detection results, which increases the need for efficient and accurate pedestrian detection approaches.

Even though many pedestrian detection methods have been proposed in the past years, the methods currently available still do not present high performance [2] to be employed on domains in which many images need to be processed in real time. Therefore, it is desirable the development of methods to significantly reduce the computational cost. One way of achieving that is to focus on optimization approaches. The most common are those based on the computation of efficient feature descriptors [3], cascade of rejection that incrementally increases the feature complexity [4], region of interest filtering using saliency detection to reduce the number of detection windows to be evaluated [5], GPU-based approaches to parallelize the processing [6]. However, such approaches still are not enough to achieve real time processing in most of cases.

This work proposes a novel approach to optimize pedestrian detection methods based on sliding windows. The idea is to perform a random filtering in the image to select a very small number of detection windows and discard the remaining ones. Differently from the approaches described in the previous paragraph, the proposed approach does not perform any type of processing in the discarded windows, providing a significant speed-up. To the best of our knowledge this is the first time such approach is employed to optimize pedestrian detection.

Due to the random nature of the choice, the selected windows might be slightly dislocated of the person’s body, which need to be fixed before presenting them to a classifier. Therefore, a regression, referred to as location regression, is

![Fig. 1. Example of the adjustment of the detection window location after performing the location regression (best viewed in colors).](image-url)
executed to each detection window to adjust its location in the image, as illustrated in Figure 1. A similar approach has been employed in an earlier work [8], however, with a different goal, detection of redundant windows.

The random filtering approach has been inspired by the Maximum Search Problem theorem [9, pp. 180] which states that it is very likely to find a good approximation for the maximum of a set by sampling a small subset. In the pedestrian detection context, this means that it is possible to find a detection window with high response (where a person is located) by looking into a small subset of randomly sampled windows. Previously, Zhu et al. [10] adopted this theorem with another focus. They were interested in selecting blocks to be used during the training phase of a cascade of rejection.

The experimental evaluation, performed using the publicly available INRIA Pedestrian Dataset [11] (widely employed to pedestrian detection evaluation), demonstrates that it is possible to discard a large number of detection windows and still achieve accurate results. In addition, the employment of the location regression has shown to be very effective on correcting the detection window locations. As a consequence, a significant reduction on computational cost can be achieved.

II. RELATED WORK

Several efforts have been made to address the optimization of pedestrian detection methods based on sliding windows. Among them, we highlight those approaches which use efficient subwindow search, saliency detectors, GPU, and cascade of classifiers. In addition, some heuristics such as subsampling windows for certain strides in order to evaluate windows in fixed sizes have been proposed [11], [12].

Lampert et al. [13], focusing on searching only promising regions of the image, proposed a branch-and-bound approach to perform object localization that finds the global optimum of a quality function over every possible sub-image. That approach typically runs in linear time or faster and requires fewer classifier evaluations than there are candidate regions in the image.

By simulating the behavior of the human visual system, saliency detectors are able to detect regions of interest [14], [5]. Initially, these methods quickly detect the possible positions of proto-objects in the image. An obtained saliency map suggests the position of the proto-objects. A filtering method that finds the salience of each window and segments the image into regions based on their similarities was proposed by Feng et al. [15]. It employs the difference among regions given their LAB histograms and spatial distances in order to find the most likely window to contain a salient object.

The multicore architecture of GPUs can also be very useful to accelerate computation and improve object detectors. For such aim, the algorithms must be designed to explore those hardware features. As feature extraction is a stage of high computational cost, pedestrian detection on GPUs can be highly accelerated. To extract HOG features Wojek et al. [16], Zhang et al. [17], and Masaki et al. [18] demonstrated efficient parallel techniques using GPU.

A common approach used to optimize object detection is based on a cascade of rejection, composed by weak classifiers learned during the training [19], [4]. These approaches use simple classifiers to discard detection windows that are easy to classify as counterexample (background samples). More complex classifiers are used as remaining windows of a stage advance through the cascade.

Using the cascade of rejection technique by successively combining classifiers with increasing complexity, Viola and Jones [20] were able to reject a large amount of windows in early stages. On a real time processing framework, Zhu et al. [10] applied a similar approach performing the extraction of HOG descriptors and achieved a detection rate comparable to that achieved by Dalal and Triggs [11]. Recently, Marin et al. [4] proposed the use of Random Forests to combine multiple local experts. To reduce computational cost, the multiple local experts share the extracted features. Then, the ensemble is integrated in a cascaded fashion.

Even though cascades of rejection are able to discard a large amount of windows, they still need to extract and evaluate features for all windows, which increases the computational cost [21], [4]. On the other hand, our proposed approach, the random filtering, does not need to execute any processing for discarded windows. Only after selecting a small subset of windows, we will need to extract and evaluate features for this small subset.

III. PROPOSED APPROACH

To reduce the amount of data processed by the pedestrian detector, we propose a method based on a random filtering followed by adjustments on the detection window locations. To accomplish that, our method first generates a set of windows based on a sliding window approach. As these windows are generated in a wide range of scales and strides, we have a set of overlapping windows presenting high redundancy, which highlights the need of the next step of our approach. Here, we randomly select a fraction of windows that will be presented to a classifier (details in Section III-A). However, the selected windows might be slightly displaced from the pedestrian’s location, which results in low responses. Therefore, before presenting them to the classifier, a regression is employed to adjust the window location to increase the responses (details in Section III-B). An overview of the steps in our approach is depicted in Figure 2.

A. Random Filtering

The first step of any detector based on sliding window consists of generating a set of coordinates for several detection windows in multiple scales. After that, the detection is handled as a classification problem. If a large number of scales and small strides are used to move the detection window, we might have a large amount of windows to be classified, demanding high computational power. On the other hand, if few scales with large strides are considered, pedestrians might be missed. Therefore, the former option is more suitable to achieving high accuracy.

After generating an initial set of detection windows, instead of presenting all windows to a classifier, our approach performs a random selection of the windows, i.e., a percentage of the total number of detection windows is selected. To ensure that every pedestrian is still detected, we use the Maximum Search
Problem theorem [9, pp. 180]. The problem of classifying windows as containing pedestrians or not may be seen as the task of finding a subset of windows containing humans from a finite set of windows. As most maximum search problems, the exact solution is computationally expensive (every sample has to be evaluated). Instead, it is possible to find almost optimal approximate solutions by using probabilistic methods as the one described as follows.

The problem at hand might be formulated as follows. Given a set of \( m \) windows, \( M := \{f_1, \ldots, f_m\} \) and \( Q[f] \) is a criterion to evaluate whether a detection window is covering an image region with a pedestrian, \( i.e. \), the classifier response. Then, the problem can be stated as finding a window \( f_i \) that maximizes \( Q[f] \). In the pedestrian detection context, one is interested in finding not only the window \( f_i \) that maximizes \( Q[f] \), but also a subset of windows with large \( Q[f_i] \), since more than one pedestrian might be in the image.

To solve the aforementioned problem, all terms \( Q[f_i] \) must be computed, which demands \( m \) detection window evaluations. Due to the multiple scales and strides considered to locate all pedestrians in an image, the number of extracted windows is large for a given image, rendering this operation too expensive. For instance, for an image with \( 640 \times 480 \) pixels, there are approximately 60,000 detection windows that need to be evaluated to detect pedestrian in multiple scales. Therefore, it is imperative to find a cheaper approximate solution.

Schölkopf et al. [9] demonstrated that by selecting a random subset \( \tilde{M} \subset M \) sufficiently large, one can take the maximum over \( \tilde{M} \) as an approximation of the maximum over \( M \). If a small fraction of \( Q[f_i] \) (\( i = 1, 2, \ldots, m \)), whose values are significantly smaller or larger than the average do not exist, one can obtain a solution that is close to the optimum with high probability.

To compute the required size, \( \bar{m} = |\tilde{M}| \) (\( \tilde{M} \subset M \)), of a random subset to achieve a desired degree of approximation, Schölkopf et al. [9] showed that one can use the following equation:

\[
\bar{m} = \frac{\log (1 - \eta)}{\ln (n/m)}
\]

where \( \eta \) is the desired confidence and \( n \) denotes the number of elements in \( M \) having \( Q[f_i] \) smaller than the maximum of \( Q[f_i] \) among the elements in \( \tilde{M} \).

The Equation 1 states that at least one element \( f_i \in \tilde{M} \) will have \( Q[f_i] \) higher than the \( Q[f_i] \) of \( m \) elements in the original set \( M \) with a confidence of \( \eta \). Therefore, this result would not be helpful when the element \( f_i \in \tilde{M} \) with only the maximum \( Q[f_i] \) is required (\( \bar{m} \) would be very close to \( m \)). However, in the pedestrian detection problem based on sliding windows, we can take advantage of the fact that one human is covered by more than one detection window leading to a correct detection. This behavior is due to the redundancy resulting from the small strides in \( x \) and \( y \) multiple scales (Figure 3 illustrates that, even when very few windows are randomly selected, there a number of windows covering the pedestrian location). Therefore, \( n \) in Equation 1 can be fairly large, which reduces \( \bar{m} \) significantly.

To illustrate the usage of the above result, we performed the following experiment. Given an image with \( m = 60,000 \) detection windows uniformly sampled from an \( 640 \times 480 \) image pixels at multiple scales, we found that 583 windows contain the correct location of a pedestrian (windows that should lead to high values of \( Q[f_i] \), depending on the classifier being considered). Therefore, according to Equation 1, a random sampling with \( \bar{m} = 133 \) (0.22% of the total windows) should contain at least a pedestrian with a probability of 95%, which is compatible with the plot shown in Figure 3.

Although the random filtering can provide a small subset of detection windows in such that almost every person in the image is covered, these windows might not provide the exactly location of a pedestrian. Hence, this pedestrian might be missed due to the low response achieved by the classifier. Therefore, we employ as extra step before presenting the window to the classifier to adjust the window location to the pedestrian, as will be described in the next section.

B. Location Regression

Aiming at adjusting the bounding box delimited by a detection window, we learn a regression model (referred to as...
location regression) to correct it to the pedestrian’s location. In
this problem, we want to find displacements $\Delta x$ and $\Delta y$ such
that, when added to the centroid $(x, y)$ of a given window,
they move the detection window to the correct position of a
pedestrian. Other variables may also be considered, such as
the tuple $(\Delta w, \Delta h)$, in which $\Delta w$ and $\Delta h$ denotes width and
height of a detection window, respectively. Nonetheless, in this
work we consider only the $(\Delta x, \Delta y)$ tuple to demonstrate the
detection improvement.

Previously, location regression has been applied on detection,
but with a different purpose. In [8], the authors noticed that
multiple redundant windows could be over a pedestrian,
which should be presented to a generic classifier at the end
of a detector stage. Hence, they applied location regression
to reduce even further the number of detection windows
that would be considered by the classifier by finding the
corresponding pedestrian to each detection window. In this
work, on the other hand, we only have few windows that
were selected by random filtering and we want to predict their
correct location. In other words, while the former wants to
reduce redundant windows, the latter aims at finding the “best”
location for the windows.

Unlike [8], our proposed method learns the regression model
during an offline phase. First, we need to generate the
training set to be presented to the learning algorithm.
Given a training sample, we generate a set of displaced windows with the respective differences $(\Delta x, \Delta y)$ to their
correct position. This set of displaced windows is generated
in all directions, as long as the Jaccard coefficient between
the ground-truth bounding box and the displaced window is
greater than 50% [2]. This ensures that we have a portion
of the pedestrian within the window. The Jaccard coefficient
$J(d_1, d_2)$ between two windows $d_1$ and $d_2$ is defined as

$$J(d_1, d_2) = \frac{|d_1 \cap d_2|}{|d_1 \cup d_2|}. \quad (2)$$

For instance, consider the sample shown in Figure 4. The
blue bounding boxes represent the ground-truth annotation,
while the green bounding boxes represent the generated sam-
ples. A bounding box that correctly matches a pedestrian, i.e.,
it positioned exactly over a pedestrian, $(\Delta x, \Delta y)$ equal to
$(0, 0)$. Another example is a bounding box displaced one pixel
to the left, such as the first one, must add $(1, 0)$ to match the
ground-truth centroid. Finally, a bounding box displaced one pixel
above and to the right, such as the second one, must add
$(-1, -1)$ to correct its location.

Once the training set is created, feature descriptors are
extracted from the windows and associated to the displace-
ments. Ideally, such descriptors should be simple to avoid extra
computational cost. Then, a regression with two depen-
dent variables is learned. Even though we have employed a
regression based on Partial Least Squares due to its numerical
stability and robustness to multicollinearity [22], other methods
could have been applied.

Finally, when the detection is being executed, before pre-
senting a window to the detector classifier, the regression is
executed to correct its location in the image.

FIG. 4. Examples of sample generation used in the learning phase of the
location regression.

IV. EXPERIMENTAL EVALUATION

This section evaluates the performance of the proposed
method. First, the experimental evaluation focuses on two
main aspects: the random filtering without applying a classifier
(using only the ground truth) and the random filtering followed
by the application of a classifier. We report and discuss the
execution costs comparing to the employment of the original
version of the detector (without discarding detection windows).

The first experiment examines the random filtering to
determine whether it does not miss a pedestrian when used
by itself. This can be shown by applying random filtering and
evaluating the results obtained with respect to the ground-truth
(i.e. a perfect classifier). In addition, we also evaluate whether
the location regression is able to improve the detection results
when applied after the random filtering.

Even though the method may obtain high recall when
considering the ground-truth, the windows might be slightly
shifted from the centroid of a pedestrian, which leads to low
classification responses. Hence, we want to evaluate whether
a detector is able to locate a large number of pedestrians in
these particular windows. This analysis is conducted according
to the trade-off between the amount of sub-windows randomly
selected and the results of a pedestrian detector over these
windows. Moreover, we also execute the location regression
to investigate whether it is able to correct the locations of the
detection windows and increase the recall achieved.

Experimental setup. The experiments were conducted on the
INRIA Person Dataset [11]. From the training partition, we
generated 500,000 negative samples to be used in the learning
phase of the detector. Note that, differently from [11], no
bootstrapping is performed to generate hard negative samples
for training the PLS detector, which may reduce the results
achieved. Since in this work we are only interested in the
relative comparisons, this does not affect the experiments.
In addition, this work was developed using the Smart Surveillance
Framework (SSF) [23].

We consider the following setup to execute all experiments.
The detection window size is set up to $64 \times 128$ pixels. The
images are resized by a range of scales (increased by 10%), so
that pedestrians with sizes between 60 and 700 pixels can be
detected. The detection window is shifted by a stride of 12%
its width and 4% its height of the object size.

We use the PLS Detector [7] as our baseline (any other sliding window based detector could be used instead). The detector was trained using the same Histograms of Oriented Gradients (HOG) setup used by Dalal and Triggs [11], i.e. a feature vector with 3,780 dimensions. To execute the location regression, we consider two feature descriptors: pixel intensity and HOG. The former simply considers the pixel intensity within the detection windows, while the latter is the same one used by the classifier.

**Ground-truth comparison.** To verify the applicability of the theorem presented in Section III for pedestrian detection, this experiment determines the ratio of pedestrians that are being covered by at least one detection window as a function of the percentage of selected windows. This can be verified according to their correct position given by the ground-truth.

Figure 5 shows that a random selection of 1.4% of detection windows is enough to detect 83% of the pedestrians on the INRIA dataset (if the classifier provided perfect results). Note that according to the theorem, approximately 0.2% would be enough to approximate the maximum (find at least one pedestrian). However, since, on average, two people are present in each image, this value increases. In addition, the recall of 1 would not be achieved in this experiment because we are not padding the images, this way, people near to the edge of the images cannot be fit within a detection window.

Figure 5 also report results achieved applying the location regression using pixel intensity and HOG as feature descriptors. As we can see, the regression is able to correct the position of the detection windows and, consequently, increase the recall achieved by the random filtering to 90% at 1.4%. Note that these results show the maximum achievable recall if the detector provides perfect results. The next experiment evaluates the actual recall achieved by the PLS detector [7].

**Location Regression.** Now, we conducted experiments to determine which feature descriptor yields the best results for location regression. Since it must be fast, we trained the regression models with two simple feature descriptors. The first model uses pixel intensity as feature, which consists of concatenating all the pixels within the detection window into a feature vector. The second model is based on HOG, also with the Dalal and Triggs’ setup. The results of both models are presented on Figure 5. As both present comparable results, we chose to use only HOG, because it has lower dimensionality and consequently is less subject to issues regarding the curse of dimensionality. This way, we discuss only results achieved with HOG in the following experiments.

**Pedestrian detector.** After performing the random filtering, it is possible to see in Figure 5 that the selected windows miss very few people in the dataset. However, these windows still need to be presented to a classifier, which may not obtain high accuracy due to some displacement of windows regarding to the person’s location so that is does not result in high responses. This experiment evaluates how that may affect the accuracy of the detector/classifier.

The results in Figure 6 show the recall obtained at one false positive per image (FPPI). Even after executing the random filtering, the accuracy is still comparable to the original detector, which considers 100% of the detection windows (no windows are discarded). However, to achieve similar results, the number of selected detection windows had to be larger than the result achieved by the ground truth experiment. This indicates that, although the correct detection windows have been selected, the PLS detector does not provide high responses for all the correct windows. By using the location regression, we could improve the random filtering results, increasing the recall to 40.9% (close to the 45% achieved by the original detector).

The results achieved with this experiment demonstrate the high influence of the classifier in the accuracy. Even though a random selection of 1.4% detection windows covers more than 85% of the pedestrians in this dataset (Figure 5), when a classifier was employed to the same number of windows, the results decrease significantly. According to Figure 6, the maximum achievable by the detection PLS at 1 FPPI is 45%, but when 1.4% detection windows were selected, the recall achieved approximately 15%, which was increased to 20% when the location regression was considered. If it had followed the results in Figure 5, it should have obtained at least 40%
of recall (90% of the maximum achievable). Therefore, these results emphasize the need for further studies to increase the robustness of classifiers to small displacements of the detection windows to allow the full exploitation of techniques such as random filtering.

Computational cost. This last evaluation reports the speedup achieved when compared to the execution of the detector PLS alone. The results in Table I show the speedup for the results reported on Figure 6. The random filtering was able to achieve significant reduction in the computational cost, which also justifies the usage of the random filtering approach. In addition, we can see a low overhead when the location regression is employed after the random filtering.

V. CONCLUSIONS AND FUTURE WORKS

This work proposed a detection optimization based on random filtering to discard a large number of detection windows, which is further improved by the application of a regression to correct the window location to fits the persons in the image. This approach can be applied as a first step of any sliding window based detector. For instance, it could be used as the first step of a cascade of rejection.

Compared to the application of a detector method alone, our experimental evaluation showed that accurate results at a reduced computation cost may be achieved by our method even when a large number of detection windows are discarded.

As future works, we intend to extend the study on the influence detection window displacements on the classifiers to further improve the location regression to achieve exactly the same result achieved by an sliding window based detector alone at a much smaller computational cost.
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