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1. Suponha que Xi,..., X, forme uma amostra aleatéria de v.a.’s i.i.d. com densidade de probabili-
dade Rayleigh dada por

fl@;:0) = (2/0)? exp (—2°/(20%))
para > 0 e com 6 € (0,00) sendo um parametro desconhecido controlando a forma da densidade.
Obtenha o MLE de 6.

Solugao: A log-verossimilhanca de 6 baseada numa amostra é igual a
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Derivando com respeito a 6 e igualando a zero, temos
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2. Suponha que X, ..., X, forme uma amostra aleatéria de v.a.’s i.i.d. com densidade de probabili-

dade Weibull dada por

f(z;a, 8) = afz’Lexp (—aa:ﬁ)
para x > 0. Vocé vai usar o método de Newton para obter o MLE de 8 = («, 8). Como valor inicial
vocé vai usar 89 = (1/z,1).

Obtenha explicitamente a equagao de iteragao do algoritmo de Newton com a densidade acima (mas
nao precisa inverter a matriz).

DICA: A derivada em 3 da funcao 2 é igual a

d

& (z) = log(z) 2"

onde log é o logaritmo na base e.

Solugao: A log-verossimilhanca de 8 = (a, 8) baseada numa amostra é igual a

log [a"ﬁ"(H xffl) exp <a Z m?)]

= nlog(a) +nlog() + (8- 1)} log(ws) —a al.
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Derivando com respeito a a e depois com respeito a § encontramos o vetor gradiente:
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Nao é possivel obter o MLE de forma explicita. Devemos usar métodos numéricos. Para usar o

método de Newton precisamos da matriz de derivadas parciais de segunda ordem (o Hessiano da
funcao £(0)):
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O MLE é encontrado aplicando iterativamente a seguinte atualizacao:

g(k+1) _ g(k) _ [DQ(g(k))}_l Vi(O®)

. No modelo de regressao logistica com uma unica feature numérica z, temos varidveis aleatérias
binarias Yi,...,Y, em que a probabilidade de sucesso do item i depende de sua feature z; da
seguinte forma:

o N 1
bi = p(ml) - 14+ exp(—ﬂo - ﬁlxl)

exp(Bo+Bi1xi)
1+exp(Bo+p1:)

e Obtenha a funcdo log-verossmilhanga de 8 = (f3y, f1) mostrando que ela é igual a

£{(B) = Bo Z yi + B Z TilYi — Z log (1 + 650+f31m)

e Mostre que p; =

(Nao precisa obter a derivada da log-verossimilhanga).

Solugao: Multiplicando o numerador e o denominador de p; por exp(By + f12;) temos

exp(fBo + 1) _ exp(fo + f12;)
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Para a funcao log-verossmilhanga temos
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4. Considere o modelo de regressao usual com matriz de desenho X de dimensao n X p cuja primeira
coluna é o vetor 1. As colunas sao linearmente independentes. Q estimador de minimos quadrados
dos coeficientes 8 = (B, 81, ..., Bp) coincide o MLE e ¢ igual a 8 = (X'X)"!X'Y.

e Para avaliar se o modelo de regressao linear é adequado, costuma-se trablhar com o vetor de
residuos r. Tendo X e Y, quais as contas matricias vocé precisa fazer para obter o vetor r?
Isto é, qual a expressao matricial do vetor r em funcdo de X e Y7

e Mostre que o vetor de residuos r é ortogonal ao vetor de valores preditos Y.
e A partir do item acima, conclua que a soma dos residuos ) . r; é igual a zero quando a primeira

coluna de X é o vetor 1.

Solugao: Como o residuo é o vetor diferenca entre as observagoes Y e os vetor de predigoes X,@,
temos

r=Y-X8=Y-XXX)"'X'Y

O vetor r é ortogonal ao vetor de valores preditos Y pois o seu produto interno é zero. Existem
muitas maneiras de provar isto, uma delas sendo:

A~ A / A ~ A ~ ~ A
Y'r = (Xﬂ) (Y _ Xﬁ) — gx’' (Y _ Xﬁ) — @X'Y - 3X'XJ3 (1)
Use agora a expressao fornecida B = (X’X)"!X"Y para obter
BX'XB = AX'X(X'X)'X'Y = XY

Portanto, o produto interno em (1) é zero.

Novamente, existem muitas maneira distintas de provar este ltimo resultado. Aqui estd uma delas.
Como r estd no espago ortogonal das colunas de X, o produto interno de r com estas coluna é zero.
Como 1 é uma das colunas de X, temos 0 = 1'r = > ;.

Outra maneira, apenas manipulando as férmulas dos itens acimas:
X'r = X’ (Y - XB) =X'Y - X'XB=XY - X'X(XX)" XY =XY-XY =0

Assim, cada linha de X’ é ortogonal a r. Isto é, cada coluna de X é ortogonal a r e, como 1 é uma
das colunas de X, temos 0 = 1'r = ", 7.




