
1. Três experimentos binomiais independentes são executados de maneira sucessiva. Em cada um deles, mede-se o número
de respostas positivas que um sujeito fornece em certo número de tentativas. Seja Xi ∼ Bin(ni, θi) o número de sucessos
no experimento i. Um est́ımulo é fornecido no experimento do meio de forma que a probabilidade de sucesso muda no
experimento do meio e retorna para o ńıvel inicial no terceiro experimento. Isto é, assume-se que θ1 = α, θ2 = α+ β, e
que θ3 = α. Sabemos que uma v.a. Y ∼ Bin(n, θ) tem função de probabilidade P(Y = k) = n!/(k!(n−k)!)θk(1−θ)n−k.

• Supondo que β = 0 (isto é, que o est́ımulo não tem nenhum efeito), encontre o MLE de α

• Obtenha o MLE de α e β no caso geral.

Solução: Seja L(α, β) a verossimilhança de θ = (α, β). Pela independência, podemos escrever

L(α, β) = P(X1 = x1, X2 = x2, X3 = x3|α, β)

= P(X1 = x1|α, β)P(X2 = x2|α, β)P(X3 = x3|α, β)

=
n1!

(n1 − x1)!x1!
αx1(1− α)n1−x1

n2!

(n2 − x2)!x2!
(α+ β)x2(1− α− β)n2−x2

n3!

(n3 − x3)!x3!
αx3(1− α)n3−x3

= Kαx1+x3(1− α)n1+n3−x1−x3(α+ β)x2(1− α− β)n2−x2

onde K é uma expressão que não envolve nem α, nem β.

Tomando log, obtemos a log-verossimilhança:

`(α, β) = log(K) + (x1 + x3) log(α) + (n1 + n3 − x1 − x3) log(1− α) + x2 log(α+ β) + (n2 − x2) log(1− α− β)

Considerando β = 0, temos uma log-verossimilhança apenas de α:

`(α, 0) = log(K) + (x1 + x3) log(α) + (n1 + n3 − x1 − x3) log(1− α) + x2 log(α+ 0) + (n2 − x2) log(1− α− 0)

= log(K) + (x1 + x3 + x2) log(α) + (n1 + n3 + n2 − x1 − x3 − x2) log(1− α)

Derivando em relação a α e igualando o resultado o zero temos:

0 =
∂`(α, 0)

∂α
=
x1 + x3 + x2

α
+
n1 + n3 + n2 − x1 − x3 − x2

1− α
(−1)

Isolando α do lado esquerdo encontramos o MLE de α quando β = 0: α̂0 = (x1 + x3 + x2)/(n1 +n3 +n2). Isto é, neste
caso em que β = 0, o que temos éuma sequência de n1 +n2 +n3 ensaios binários e independentes de Bernoulli em que a
probabilidade de sucesso em cada ensaio é constante e igual a α. Neste caso, o MLE de α é simplesmente a proporção
total de sucessos em todos os ensaios.

Vamos agora considerar o caso geral em que β não é restrito a ser zero. Precisamos das derivadas parciais da log-
verossimilhança `(α, β) com relação a cada um dos dois parâmetros. Derivando com relação a α e igualando a zero:

0 =
∂`(α, β)

∂α
=
x1 + x3

α
+
n1 + n3 − x1 − x3

1− α
(−1) +

x2
α+ β

+
n2 − x2

1− α− β
(−1)

Ou seja,
x1 + x3

α
+

x2
α+ β

=
n1 + n3 − x1 − x3

1− α
+

n2 − x2
1− α− β

(1)

Derivando com relação a β e igualando a zero:

0 =
∂`(α, β)

∂β
→ x2

α+ β
=

n2 − x2
1− α− β

→ β =
x2
n2
− α

Substituindo esta expressão para β na primeira derivada (isto é, substituindo β por x2/n2 − α em (1)), encontramos
um valor para o MLE de α:

x1 + x3
α

+
x2

α+ x2/n2 − α
=

n1 + n3 − x1 − x3
1− α

+
n2 − x2

1− α− (x2/n2 − α)
x1 + x3

α
+

x2
x2/n2

=
n1 + n3 − x1 − x3

1− α
+

n2 − x2
1− x2/n2)

x1 + x3
α

+ n2 =
n1 + n3 − x1 − x3

1− α
+ n2

x1 + x3
α

=
n1 + n3 − x1 − x3

1− α

α =
x1 + x3
n1 + n3
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Tendo o MLE de α voltamos na segunda derivada para encontrar o MLE de β:

β =
x2
n2
− α =

x2
n2
− x1 + x3
n1 + n3

No final, encontramos que o MLE α̂1 da chance de sucesso α no primeiro e terceiro experimentos é simplesmente a
proporção (x1+x3)/(n1+n3) de sucessos nestes dois experimentos. O parâmetro β mede o acréscimo nessa probabilidade

de sucesso durante o segundo experimento devido ao est́ımulo aplicado. O MLE β̂ desse parâmetro β é a diferença
entre a proporção de sucessos neste segundo experimento e a proporção observada nos outros dois experimentos. Tudo
isto é intuitivo e seria o que provavelmente você faria para estimar os parâmetros sem recorrer a teorias complicadas.
A situação não será tão intuitivamente óbvia no próximo problema.

2. No problema anterior, assuma que o est́ımulo é aumentado no terceiro experimento e que θ3 = α+ 2β, além de termos
θ1 = α e θ2 = α + β. Monte a equação de iteração de Newton para atualizar os parâmetros obtendo o gradiente
da log-verossimilhança `(α, β). Deixe APENAS indicada a dimensão da matriz Hessiana (não precisa calculá-la) mas
esclarecendo como faria para obê-la. Supondo que o valor inicial seja (α(0), β(0)) = (x̄, 0) com x̄ = (x1 +x2 +x3)/(n1 +
n2 + n3), diga como faria para obter os dois primeiros passos do algoritmo.

Solução: A log-verossimilhança desta situação é obtida do memso modo que fizemos anteriormente mas fazendo
θ3 = α+ 2β no terceiro experimento:

`(α, β) = log(K)+x1 log(α)+(n1−x1) log(1−α)+x2 log(α+β)+(n2−x2) log(1−α−β)+x3 log(α+2β)+(n3−x3) log(1−α−2β)

O vetor gradiente é formado pelas duas derivadas parciais:

∇`(α, β) =

[ ∂`
∂α
∂`
∂β

]
=

[
x1

α −
n1−x1

1−α + x2

α+β −
n2−x2

1−α−β + x3

α+2β −
n3−x3

1−α−2β
x2

α+β −
n2−x2

1−α−β + 2x3

α+2β −
2(n3−x3)
1−α−2β

]

Tomando bastante cuidado com os sinais ao derivar 1/(1−α), a matriz Hessiana com as derivadas parciais de segunda
ordem é a seguinte:

H =

[
∂2`
∂α2

∂2`
∂αβ

∂2`
∂βα

∂2`
∂β2

]

= −

[
x1

α2 + n1−x1

(1−α)2 + x2

(α+β)2 + n2−x2

(1−α−β)2 + x3

(α+2β)2 + n3−x3

(1−α−2β)2
x2

(α+β)2 + n2−x2

(1−α−β)2 + 2x3

(α+2β)2 + 2(n3−x3)
(1−α−2β)2

x2

(α+β)2 + n2−x2

(1−α−β)2 + 2x3

(α+2β)2 + 2(n3−x3)
(1−α−2β)2

x2

(α+β)2 + n2−x2

(1−α−β)2 + 4x3

(α+2β)2 + 4(n3−x3)
(1−α−2β)2

]

A equação de iteração de Newton para encontrar o MLE θ̂ do vetor θ = (α, β) é a seguinte:

θ(t+1) = θ(t) −H−1 ∇`(α, β)

onde H e ∇`(α, β) são avaliados no valor corrente θ(t). Um valor inicial poderia assumir um efeito de acréscimo nulo
(isto é, β(0) = 0) e α(0) = (x1 + x2 + x3)/(n1 + n2 + n3), a média global.

3. A análise fatorial apresentada abaixo vem de um estudo de diferenças de linguagem em personagens de programas
infantis de televisão. Os pesquisadores primeiramente pediram aos estudantes universitários que classificassem as
transcrições de diálogos de personagens de TV em programas como “Castelo Rá-Tim-Bum” ou “Śıtio do Pica-pau
Amarelo” em 12 itens diferenciais semânticos. Cada item é uma variável assumindo um valor entre -10 e +10. Os
itens/variáveis são:

• V 1 = agradável / desagradável

• V 2 = rico / pobre

• V 3 = agressivo / não agressivo

• V 4 = doce / azedo

• V 5 = forte / fraco

• V 6 = alto status social / baixo status social

• V 7 = alfabetizado / analfabeto

2



• V 8 = estridente / suave

• V 9 = legal / horŕıvel

• V 10 = ativo / passivo

• V 11 = trabalhador braçal / nã-braçal,

• V 12 = bonito / feio

Em seguida, os pesquisadores analisaram esses dados com o modelo de análise fatorial. Usando os dados dos estudantes
como vetores de dimensão 12, foi calculada a matriz de correlação 12× 12 entre os itens para ver se eles poderiam ser
representados por um conjunto menor de fatores latentes ou subjacentes. Consulte os dados abaixo para responder às
seguintes perguntas.

Figura 1: Amostra de um vetor aleatório (X,Y ).

• Na matriz de correlação, quais os pares de variáveis altamente correlacionadas? (listar alguns pares).

• Na matriz de factor loadings (cargas dos fatores), quais variáveis estão correlacionadas com quais fatores?

• Quantos fatores são indicados por esta análise?

• Dê um nome para cada fator.

• Existem variáveis com uma carga muito baixa em todos os fatores que justifique descartá-las?

Solução: Os pares de variáveis com correlação superior a 0.60 em valor absoluto são os seguintes: (1, 9), (6, 2), (5, 3), (10, 3), (9, 4), (10, 5), (11, 6).

Considerando um limiar de carga mı́nima igual a 0.6 (em valor absoluto), as variáveis com maior carga no primeiro
fator s ao: V 2, V 6, V 7 e V 11. São as variáveis rico, status, alfabetizado, braçal. Indicam uma diferenciação baseada
na hierarquia social de renda e status. No segundo fator, as de maior carga são: V 1, V 4, e V 9 (agradável, doce, legal),
um fator que indica o quão agradável era o diálogo. No terceiro fator, as variáveis de maior carga são: V 3, V 5, V 8 e
V 10 (agressivo, forte, estridente, ativo), um fator indicando intensidade ou força f́ısica ou psicológica.

Quantos fatores são indicados por esta análise? Não coloquei elementos para responder a esta pergunta. Erro meu.
Não considerei as respostas a esta questão.

Nomes descritivos para os fatores: ver acima

Não, nenhuma variável possui cargas despreźıveis nos três fatores que justificaria descartá-la.
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