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Aleatoriedade

@ Vamos lidar com fenémenos n3o deterministicos, probabilisticos,
aleatérios.
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Probabilidade

Aleatoriedade

@ Vamos lidar com fenémenos n3o deterministicos, probabilisticos,
aleatérios.

@ O modelo matematico para qualquer fendmeno probabilistico é o
espac¢o de probabilidade.

@ Espaco de probabilidade é uma 3-upla constituida por trés elementos
satisfazendo os trés axiomas de Kolmogorov (1903-1987).
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Espaco de probabilidade

(a) Um espaco amostral Q
Q é um conjunto com todos os resultados possiveis do
fendmeno.
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Espaco de probabilidade

(a) Um espaco amostral Q
Q é um conjunto com todos os resultados possiveis do

fendmeno.

(b) Uma o-algebra A de sub-conjuntos de 2, os sub-conjuntos
aos quais vamos atribuir probabilidades.

(c) Uma fungdo matemdtica atribuindo probabilidades aos
sub-conjuntos de A

P: A—[0,1]
A — P(A)

(d) Esta fun¢do PP deve satisfazer os trés axiomas de Kolmogorov

Vamos ver cada um desses elementos com mais detalhes.
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Probabilidade

O espaco amostral 2

@ ) = conjunto representando todos os resultados possiveis do
fenémeno.

@ Em IA, falamos de todos os possiveis “estados do mundo”.
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Probabilidade

O espaco amostral 2

@ ) = conjunto representando todos os resultados possiveis do
fenémeno.

Em IA, falamos de todos os possiveis “estados do mundo”.

Cada resultado possivel deve ser completamente especificado e (nico
em Q (ndo pode haver dois elementos em Q representando o mesmo
resultado possivel).

@ A todo estado do mundo corresponde um, e somente um, elemento w
e Q.

e Q pode ter mais elementos que estados do mundo (pode ter
elementos que representam resultados IMpossiveis.
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Probabilidade

O espaco amostral 2

Estados do

mundo Q

Figura: O espa¢o amostral Q
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Exemplos de Q2

@ Observa-se o lancamento de uma moeda

e Q = {cara, coroa}
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Exemplos de Q2

Observa-se o lancamento de uma moeda
Q = {cara, coroa}

ou Q = {c,¢}

ouQ=4{0 1}

ou Q2 ={T, F}

Precisamos de um conjunto com pelo menos dois elementos.
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Probabilidade

Exemplos de €2: moeda

@ Poderiamos também definir

Q = {cg, reis de paus}
ou
Q = {c,& céu azul, carie}

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 7/27



Probabilidade

Exemplos de €2: moeda
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Q = {cg, reis de paus}
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Probabilidade

Exemplos de €2: moeda

@ Poderiamos também definir

Q = {cg, reis de paus}
ou
Q = {c,& céu azul, carie}

@ Reis de paus, céu azul, e carie representam resultados impossiveis no
mundo que se limita apenas a observar o resultado de lancar uma
moeda.

@ Podemos “corrigir” este excesso de elementos em 2 atribuindo
probabilidade zero aos elementos em “excesso”.
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Probabilidade

Mais moedas

@ Observa-se trés lancamentos sucessivos de uma moeda
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@ Observa-se trés lancamentos sucessivos de uma moeda

Q = {ccc, ccé, céc, ..., ECC}

o () tem 8 elementos
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Mais moedas

@ Observa-se trés lancamentos sucessivos de uma moeda

Q = {ccc, ccé, céc, ..., ECC}
o () tem 8 elementos

@ O mundo deste segundo exemplo é mais amplo que aquele do
primeiro observador-exemplo.

@ Neste mundo podemos calcular a probabilidade do segundo
lancamento da moeda ser cara.
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Probabilidade

Mais moedas

@ Observa-se trés lancamentos sucessivos de uma moeda

Q = {ccc, ccé, céc, ..., ECC}

) tem 8 elementos

O mundo deste segundo exemplo é mais amplo que aquele do
primeiro observador-exemplo.

@ Neste mundo podemos calcular a probabilidade do segundo
lancamento da moeda ser cara.

@ No mundo do primeiro observador ndo podemos calcular a
probabilidades referentes ao segundo ou terceiro lancamentos da
moeda pois eles n3o pertencem ao Q daquele mundo.

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 8 /27



Probabilidade

Espaco de imagens

@ Imagem com 512 x 512 pixels, cada pixel tem um tom de cinza.
@ Tom de cinza de cada pixel é codificado com um inteiro entre 0 e 255.

@ 8 bits, 28 = 256 tons possiveis: 0 é preto e 255 é branco.
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Probabilidade

Espaco de imagens

Imagem com 512 x 512 pixels, cada pixel tem um tom de cinza.
Tom de cinza de cada pixel é codificado com um inteiro entre 0 e 255.

8 bits, 28 = 256 tons possiveis: 0 é preto e 255 é branco.

Q) é o conjunto:

o de todas as matrizes M,
o de dimens3o 512 x 512
e ecom M(i,j)€{0,1,...,255}.
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Probabilidade

Espaco de imagens

Imagem com 512 x 512 pixels, cada pixel tem um tom de cinza.
Tom de cinza de cada pixel é codificado com um inteiro entre 0 e 255.
8 bits, 28 = 256 tons possiveis: 0 é preto e 255 é branco.

Q) é o conjunto:

o de todas as matrizes M,
o de dimens3o 512 x 512
e ecom M(i,j)€{0,1,...,255}.

, . - 2
@ Q é um conjunto finito com 256°1%" elementos.
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Probabilidade

Espaco de imagens

@ Dois elementos de €2, duas imagens 512 x 512 em tons de cinza.
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Probabilidade

Espaco de imagens

@ Dois elementos de €2, duas imagens 512 x 512 em tons de cinza.

@ A imagem da esquerda é uma imagem ‘“estruturada”

@ A da direita é uma imagem em que cada pixel é um ndmero aleatério
entre 0 e 255: ruido puro.
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Probabilidade

Espaco de imagens

@ Dois elementos de €2, duas imagens 512 x 512 em tons de cinza.

@ A imagem da esquerda é uma imagem ‘“estruturada”

@ A da direita é uma imagem em que cada pixel é um ndmero aleatério
entre 0 e 255: ruido puro.

@ Modelos para imagens podem atribuir probabilidades maiores a
imagens como a da esquerda.
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Probabilidade

Movimento Browniano

15 20 25
|

10

Figura: Movimento erratico de um grao de pdlen na superficie da dgua observado
a cada 1 segundo.
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Probabilidade

Movimento Browniano
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Figura: Quatro realizagdes com pélen partindo da origem (0,0) no tempo t = 0.
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Probabilidade

Movimento Browniano
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Figura: Quatro realizagdes com pélen partindo da origem (0,0) no tempo t = 0.
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Probabilidade

Movimento Browniano

@ Este exemplo é importante para motivar a abstracao e complicacdo
matemadtica dos espacos amostrais.
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Probabilidade

Movimento Browniano
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matemadtica dos espacos amostrais.
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@ Tem importancia histérico: Einstein publicou em 1905 um paper
fundamental explicando o movimento browniano como efeito da
movimentacdo atomica.
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Probabilidade

Movimento Browniano

@ Este exemplo é importante para motivar a abstracao e complicacdo
matemadtica dos espacos amostrais.
@ N3o veremos este exemplo no resto do curso...

@ mas ele é um exemplo tipico de processo estocastico, um assunto
crucial em probabilidade mais avancada.

@ Tem importancia histérico: Einstein publicou em 1905 um paper
fundamental explicando o movimento browniano como efeito da
movimentacdo atomica.

e Q = conjunto de TODAS AS CURVAS no plano da forma (x¢, yt)
parat=1,23,....
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Probabilidade

Movimento Browniano

@ Este exemplo é importante para motivar a abstracao e complicacdo
matemadtica dos espacos amostrais.

@ N3o veremos este exemplo no resto do curso...

@ mas ele é um exemplo tipico de processo estocastico, um assunto
crucial em probabilidade mais avancada.

@ Tem importancia histérico: Einstein publicou em 1905 um paper
fundamental explicando o movimento browniano como efeito da
movimentacdo atomica.

e Q = conjunto de TODAS AS CURVAS no plano da forma (x¢, yt)
parat=1,23,....
@ Mostramos apenas 4 dessas curvas na figura anterior.
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Probabilidade

Movimento Browniano

Este exemplo é importante para motivar a abstracao e complicacdo
matemadtica dos espacos amostrais.

N3o veremos este exemplo no resto do curso...

mas ele é um exemplo tipico de processo estocastico, um assunto
crucial em probabilidade mais avancada.

Tem importancia histérico: Einstein publicou em 1905 um paper
fundamental explicando o movimento browniano como efeito da
movimentacdo atomica.

Q = conjunto de TODAS AS CURVAS no plano da forma (xt, y:)
parat=1,23,....
Mostramos apenas 4 dessas curvas na figura anterior.

Q é um conjunto infinito.
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{0, 1}

@ Joga-se uma moeda para cima indefinidamente (infinitas vezes).

@ A probabilidade de sair cara num lancamento vai decaindo.
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{0, 1}

Joga-se uma moeda para cima indefinidamente (infinitas vezes).
A probabilidade de sair cara num lancamento vai decaindo.

No primeiro lancamento, a probbilidade de sair cara é p;.

No segundo, ela diminui para um valor py < p;.
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{0, 1}

Joga-se uma moeda para cima indefinidamente (infinitas vezes).
A probabilidade de sair cara num langamento vai decaindo.

No primeiro lancamento, a probbilidade de sair cara é p;.

No segundo, ela diminui para um valor py < p;.

No terceiro fica menor ainda: p3 < pr < p1.

E assim por diante, com p, sempre maior que zero mas ...

indo a zero: p, — 0.
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{0, 1}

@ Por exemplo, podemos ter p, = 1/n ou p, = (1/2)" ou ainda
Pn = 1/ Iog(n).
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{0, 1}

@ Por exemplo, podemos ter p, = 1/n ou p, = (1/2)" ou ainda
Pn = 1/ Iog(n).

@ Queremos calcular probabilidades deste tipo:

@ qual a probabilidade de que, depois de certo n, nunca mais vejamos
uma cara.
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{0, 1}
Por exemplo, podemos ter p, = 1/n ou p, = (1/2)" ou ainda

Pn = 1/ |Og(n)'
Queremos calcular probabilidades deste tipo:

qual a probabilidade de que, depois de certo n, nunca mais vejamos
uma cara.

Isto é, qual a probabilidade de que o nimero total de caras seja finito?
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{0, 1}
@ Por exemplo, podemos ter p, = 1/n ou p, = (1/2)" ou ainda

Pn = 1/ |Og(n)'
Queremos calcular probabilidades deste tipo:

qual a probabilidade de que, depois de certo n, nunca mais vejamos
uma cara.

Isto é, qual a probabilidade de que o nimero total de caras seja finito?

Qual a probabilidade de que caras sejam extintas depois de certo
tempo?

e O que sua intui¢do diz?
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Probabilidade

Teorema de Borel-Cantelli

o Calcule S =572 pn.
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Probabilidade

Teorema de Borel-Cantelli

o Calcule S =572 pn.

e Por exemplo, podemos ter S =3"7° (3)"=20u S=37",1 =00

nln

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 17 / 27



Probabilidade

Teorema de Borel-Cantelli

o Calcule S =572 pn.
e Por exemplo, podemos ter S =3"7° (3)"=20u S =3 7°

@ Se S < o0, entdo apenas um ndmero finito de caras vai ocorrer na
sequéncia de infinitos lancamentos da moeda.

n= ln_oo'
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Teorema de Borel-Cantelli

Calcule S =377 pa.
Por exemplo, podemos ter S =3"7° (3)"=20u S =3 7°

@ Se S < o0, entdo apenas um ndmero finito de caras vai ocorrer na
sequéncia de infinitos lancamentos da moeda.

n= ln_oo'

Depois de certo n, elas com certeza vao desaparecer. Se esperarmos
um tempo longo o suficiente, elas somem de vez.
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Teorema de Borel-Cantelli

o Calcule S =572 pn.
e Por exemplo, podemos ter S =3"7° (3)"=20u S =3 7°

@ Se S < o0, entdo apenas um ndmero finito de caras vai ocorrer na
sequéncia de infinitos lancamentos da moeda.

n= ln_oo'

@ Depois de certo n, elas com certeza vao desaparecer. Se esperarmos
um tempo longo o suficiente, elas somem de vez.

@ Mas se S = oo, vai aparecer um nimero infinito de caras.

@ Por exemplo, se p, = % veremos caras cada vez mais raramente mas
elas nunca desaparecem completamente.
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Qual é o0 Q7

@ Joga-se uma moeda para cima independentemente indefinidamente.

@ Vamos representar por 0 e 1 os dois resultados possiveis de um
lancamento.
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@ Joga-se uma moeda para cima independentemente indefinidamente.

@ Vamos representar por 0 e 1 os dois resultados possiveis de um
lancamento.

@ Como nio existe um limite para o nimero de lancamentos da moeda,
0 espaco amostral serd composto por elementos da forma

w = (81,32,33, . )

@ onde 3, =0ou a; = 1.
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Vamos representar por 0 e 1 os dois resultados possiveis de um
lancamento.

@ Como nio existe um limite para o nimero de lancamentos da moeda,
0 espaco amostral serd composto por elementos da forma
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onde a; =0 ou a; = 1.
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Qual é o0 Q7

@ Joga-se uma moeda para cima independentemente indefinidamente.

@ Vamos representar por 0 e 1 os dois resultados possiveis de um
lancamento.

@ Como nio existe um limite para o nimero de lancamentos da moeda,
0 espaco amostral serd composto por elementos da forma

W = (81,32,33, . )

@ onde 3, =0ou a; = 1.
@ Isto é, um vetor de comprimento infinito onde cada entrada é 0 ou 1.

@ O espaco amostral Q é composto pelos infinitos elementos w desta
forma: strings infinitos compostos de O's e 1's .

o Curiosidade: Q = [0, 1] pois a expansdo de um ndmero real em [0, 1]
na base 2 é um desses w.
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A o-dlgebra A

@ O 2° elemento do espago de probabilidade (2,.4,P) é
a o-algebra A.
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A o-dlgebra A

@ O 2° elemento do espago de probabilidade (2,.4,P) é
a o-algebra A.

@ Queremos atribuir probabilidades P(w) a elementos w € Q.
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A o-dlgebra A

@ O 2° elemento do espago de probabilidade (2,.4,P) é
a o-algebra A.

Queremos atribuir probabilidades P(w) a elementos w € Q.

Mas queremos também atribuir probabilidades a subconjuntos de
elementos de Q2

Se A C Q queremos calcular P(A) de alguma forma.

Todo e qualquer evento para qual queremos calcular uma
probabilidade sera um sub-conjunto A C Q.

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 19 /27



A o-dlgebra A

@ Por exemplo, rolar um dado e observar a sua face:
Q=1{1,2,3,4,5,6}
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A o-dlgebra A

@ Por exemplo, rolar um dado e observar a sua face:
Q=1{1,2,3,4,5,6}
@ Queremos calcular P(Sair um 4) = P({4}) = P(4).
@ Queremos também calcular:
o P(Sair uma face maior que 4) = P({5,6}).
o P(Sair face impar) = P({1, 3,5}).
e Jargdo: dizemos que P(A) é a probabilidade de ocorrer o evento A. O
que isto quer dizer?
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@ Queremos também calcular:
o P(Sair uma face maior que 4) = P({5,6}).
o P(Sair face impar) = P({1, 3,5}).
e Jargdo: dizemos que P(A) é a probabilidade de ocorrer o evento A. O
que isto quer dizer?
@ Ao observarmos o fendmeno aleatdrio que estamos modelando,

aparece por acaso um unico resultado w € Q.
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aparece por acaso um unico resultado w € Q.
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A o-dlgebra A

@ Por exemplo, rolar um dado e observar a sua face:
Q=1{1,2,3,4,5,6}
@ Queremos calcular P(Sair um 4) = P({4}) = P(4).
@ Queremos também calcular:
o P(Sair uma face maior que 4) = P({5,6}).
o P(Sair face impar) = P({1, 3,5}).
e Jargdo: dizemos que P(A) é a probabilidade de ocorrer o evento A. O
que isto quer dizer?
@ Ao observarmos o fendmeno aleatdrio que estamos modelando,
aparece por acaso um unico resultado w € Q.
@ Entdo P(A) é a probabilidade de que este resultado w seja um
elemento do conjunto A.
o P(A) =P(w € A)
@ Ainda ndo definimos probabilidade!
Se A C Q queremos calcular P(A) de alguma forma.
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A o-dlgebra A

@ A o-dlgebra A é o conjunto dos sub-conjuntos A de Q para os quais
podemos calcular P(A).
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A o-dlgebra A

@ A o-dlgebra A é o conjunto dos sub-conjuntos A de Q para os quais
podemos calcular P(A).

@ Os sub-conjuntos A € A sdo chamados de eventos.

@ Sub-conjuntos A = {w}, com um dnico elemento de Q sdo chamados
de eventos atémicos.
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A o-dlgebra A

o Idealmente, queremos calcular P(A) para TODO E QUALQUER
subconjunto A C Q.

@ Infelizmente, em alguns casos, ndo podemos calcular P(A) para
TODO E QUALQUER subconjunto A C Q.
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A o-dlgebra A

o Idealmente, queremos calcular P(A) para TODO E QUALQUER
subconjunto A C Q.

@ Infelizmente, em alguns casos, ndo podemos calcular P(A) para
TODO E QUALQUER subconjunto A C Q.

@ A o-dlgebra A é simplesmente a classe dos sub-conjuntos de Q para
os quais podemos calcular P(A).

o Entretanto, qualquer evento que vocé conceber e que seja util na
pratica, mesmo que muito complicado, fara parte da o-dlgebra A.

@ Existe uma discussdo um pouquinho mais longa sobre isto nas notas
de aula.
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A funcao de probabilidade P

@ O 3° elemento do espago de probabilidade (€2,.4,P) é a atribuigdo de
probabilidades aos eventos A C €.
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A funcao de probabilidade P

@ O 3° elemento do espago de probabilidade (€2,.4,P) é a atribuigdo de
probabilidades aos eventos A C €.

J3 definimos quais sdo os resultados possiveis do fenémeno aleatério:
s3o os elementos w € Q.

J4 definimos também quais sdo os sub-conjuntos A C Q para os quais
podemos calcular uma probabilidade P(A): qualquer sub-conjunto de
Q que pudermos conceber na pratica.

@ Precisamos agora definir P(A) para todo A de forma consistente.
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A funcao de probabilidade P

@ O 3° elemento do espago de probabilidade (€2,.4,P) é a atribuigdo de
probabilidades aos eventos A C €.

@ J4 definimos quais sio os resultados possiveis do fenémeno aleatério:
s3o os elementos w € Q.

@ Ja definimos também quais sdo os sub-conjuntos A C 2 para os quais
podemos calcular uma probabilidade P(A): qualquer sub-conjunto de
Q que pudermos conceber na pratica.

@ Precisamos agora definir P(A) para todo A de forma consistente.

@ Quais as propriedades que esta atribuicdo deve ter para que a gente
ndo chegue a resultados inconsistentes ou contraditérios?
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A funcao de probabilidade P

@ O 3° elemento do espago de probabilidade (€2,.4,P) é a atribuigdo de
probabilidades aos eventos A C €.

@ J4 definimos quais sio os resultados possiveis do fenémeno aleatério:
s3o os elementos w € Q.

@ Ja definimos também quais sdo os sub-conjuntos A C 2 para os quais
podemos calcular uma probabilidade P(A): qualquer sub-conjunto de
Q que pudermos conceber na pratica.

@ Precisamos agora definir P(A) para todo A de forma consistente.

@ Quais as propriedades que esta atribuicdo deve ter para que a gente
ndo chegue a resultados inconsistentes ou contraditérios?

@ Quais os requisitos minimos que esta atribuicdo de probabilidades
deve satisfazer?
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A funcao de probabilidade P

o P é QUALQUER funcio:

P:A—R
A —» P(A)

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 24 /27



A funcao de probabilidade P
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A funcao de probabilidade P

o P é QUALQUER funcio:

P:A—R
A —» P(A)

que obedeca aos seguintes trés axiomas de Kolmogorov:
o Axioma 1: P(A) >0 V Ac A
o Axioma 2: P(Q) =1
@ Estes dois primeiros axiomas estdo apenas fixando uma escala para a
probabilidade:

e a probabilidade de um evento é um ndmero maior que zero
o a probabilidade de que ocorra algum elemento de Q é P(Q2) = 1.
o Vamos ver que isto implica que P(A) € [0, 1] para qualquer evento A.

@ O importante mesmo é o terceiro axioma que discutiremos a seguir.
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Fung¢do de Probabilidade

O terceiro axioma: um caso particular

@ Antes de ver o axioma 3 em toda sua generalidade, vamos considerar
um caso particular.

@ O axioma 3 afirma que a funcdo de probabilidade seja aditiva para
pares eventos disjuntos.

o Isto é, se AN B = entdo P(AUB) =P(A) + P(B).

@ Vamos entender o que este axioma estd afirmando ignorando casos
extremos:

@ O evento AU B é maior que o evento A sozinho. Esperamos ent3o
que P(AUB) > P(A).

@ O mesmo vale para B de modo que esperamos P (AU B) > P(B).

e Mas quanto é este acréscimo que devemos dar a IP (A) para
chegarmos a P(AU B)?
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Fung¢do de Probabilidade

O terceiro axioma: um caso particular

O axioma 3 afirma: basta somar as probabilidades dos dois eventos se
eles forem disjuntos:

P(AU B) = P(A) + P(B)

se ANB = 0.
@ Assim, se olhamos o resultado de lancar um dado com 6 faces com
Q=1{1,2,3,4,5,6} com
A= face é par ={2,4,6} e B = {5}, entdo
AUB = faceéparoub e

P(AUB) =P( face é par ou 5)
=P( face é par ) + P( face é 5)
=P(A) +P(B)
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Fung¢do de Probabilidade

O terceiro axioma: um caso particular

@ O terceiro axioma cobre também o caso de mais de um evento
disjunto.

@ Se A, B, C sio trés eventos mutuamente exclusivos (todos disjuntos)
@ entao
P(AuUBUC) =P(A)+P(B)+P(C)
@ Esta é uma condicdo para que uma funcdo P possa ser chamada de
probabilidade.

@ O axioma 3 precisa ser um pouco mais geral: ele precisa valer para
qualquer lista enumerdvel de eventos disjuntos.
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Fung¢do de Probabilidade

O terceiro axioma: um caso particular

Isto vale apenas se os eventos A e B forem disjuntos.
Se A= face é par = {2,4,6}

mas B = face é menor que 4 = {1,2,3},

entio ANB#De

P (AU B) # P(A) + P(B)
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Fung¢do de Probabilidade

O terceiro axioma

@ Axioma 3:
P(ALUA UA3U...) = P(A1) + P(A2) + P(A3) + ...

se os eventos A1, Ay, Az, ... forem todos disjuntos (isto é,
mutuamente exclusivos).

@ Jargdo: probabilidade é uma funcdo o-aditiva.

@ Se os A;'s sdo disjuntos entdo

() - Sn
n=1 n=1
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Fung¢do de Probabilidade

O terceiro axioma

Para entender isto um pouco melhor, vamos considerar o caso em que:
Al =A AA=B,A3=C
e A, =0 paran=4,5,...

Assim,

UAn: AlUAUA3UA;UAsUAg U ...
n=1

= AUBUCUQUD...
= AUBUC
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P(AU B)

@ Peloaxioma 3,se ANB=e ANC=age BN C = entio
P(AUBUC)=P(A)+P(B)+P(C)

@ A probabilidade é uma fung3o aditiva sobre a unido de eventos (ou
conjuntos) disjuntos.

@ O Axioma 3 pede que esta propriedade aditiva valha com somas
infinitas (enumeraveis).
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Fung¢do de Probabilidade

Consequéncias

@ Basta que P satisfaca aos trés axiomas de Kolmogorov para que P
seja uma atribuicdo de probabilidades valida.
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Fung¢do de Probabilidade

Consequéncias

@ Basta que P satisfaca aos trés axiomas de Kolmogorov para que P
seja uma atribuicdo de probabilidades valida.
@ TODO o restante do célculo de propriedades é decorrente destes trés

axiomas de Kolmogorov. Por exemplo:
(P1) P(AC) =1 —P(A)
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Fung¢do de Probabilidade

Consequéncias

@ Basta que P satisfaca aos trés axiomas de Kolmogorov para que P
seja uma atribuicdo de probabilidades valida.
@ TODO o restante do célculo de propriedades é decorrente destes trés
axiomas de Kolmogorov. Por exemplo:
(P1) P(A¢) =1 —-P(A)

(P2) 0 <P(A) <1 para todo evento A € A.
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Fung¢do de Probabilidade

Consequéncias

@ Basta que P satisfaca aos trés axiomas de Kolmogorov para que P
seja uma atribuicdo de probabilidades valida.
@ TODO o restante do célculo de propriedades é decorrente destes trés

axiomas de Kolmogorov. Por exemplo:
(P1) P(AC) =1 —P(A)
(P2) 0 <P(A) <1 para todo evento A € A.

(P3) se Ay C Ab — P(Al) < ]P(AQ)
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Fung¢do de Probabilidade

Consequéncias

@ Basta que P satisfaca aos trés axiomas de Kolmogorov para que P
seja uma atribuicdo de probabilidades valida.
@ TODO o restante do célculo de propriedades é decorrente destes trés

axiomas de Kolmogorov. Por exemplo:
(P1) P(AC) =1 —P(A)
(P2) 0 <P(A) <1 para todo evento A € A.
(P3) se Ay C Ab — P(Al) < ]P(AQ)

(P4) P(U:L Ai) < 220:1 IP)(Ai)
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Fung¢do de Probabilidade

Consequéncias

@ Basta que P satisfaca aos trés axiomas de Kolmogorov para que P
seja uma atribuicdo de probabilidades valida.
@ TODO o restante do célculo de propriedades é decorrente destes trés
axiomas de Kolmogorov. Por exemplo:
(P1) P(A¢) =1 —-P(A)
(P2) 0 <P(A) <1 para todo evento A € A.
(P3) se Ay C Ab — P(Al) < ]P(AQ)
(P4) P(U:L Aj) < 220:1 P(A7)

(P5) P(AU B) = P(A) + P(B) — P(AN B)
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Fung¢do de Probabilidade

Consequéncias

@ Basta que P satisfaca aos trés axiomas de Kolmogorov para que P
seja uma atribuicdo de probabilidades valida.
@ TODO o restante do célculo de propriedades é decorrente destes trés
axiomas de Kolmogorov. Por exemplo:
(P1) P(AC) =1 —P(A)
(P2) 0 <P(A) <1 para todo evento A € A.
(P3) se Ay C Ab — P(Al) < P(AQ)
(P4) P(U:L Aj) < 220:1 P(A))
(P5) P(AUB) =P(A) +P(B) —P(AN B)

e Esta dltima propriedade é o caso geral de P(AU B) quando A e B
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Provar que P(A¢) =1 — P(A)

o Temos P(2) =1e Q=AUA".

@ Como AN A€ = &, pelo axioma 3 temos
1=P(AUA°)=P(A) +P(A°)

@ e portanto
P(AS) =1 —P(A)

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados

33 /27



Provar que se A; C A, = P(A;) < P(A)

e Como A; C Az, podemos escrever Ay = A1 U (Ax — Aq).
e Como A; N(Ax — A;) = &, pelo axioma 3 temos

P(Ay) = P (A1 U (A — A1) = P(A1) + P(Ay — Ay) > P (A)

@ pois, pelo axioma 1, P (A, — Ap) tem de ser maior ou igual a zero.
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Fung¢do de Probabilidade

Como estabelecer uma funcao P?

e OK, QUALQUER fungdo PP que satisfaca aos axiomas de Kolmogorov
é valida.
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@ Mas como escolher uma funcdo que satisfaca o axioma 3 e, mais
importante, como escolher uma dessas fun¢des validas num caso
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Fung¢do de Probabilidade

Como estabelecer uma funcao P?

e OK, QUALQUER fungdo PP que satisfaca aos axiomas de Kolmogorov
é valida.

@ Mas como escolher uma funcdo que satisfaca o axioma 3 e, mais
importante, como escolher uma dessas fun¢des validas num caso
pratico?

@ Usamos uma combinacao de:

e conveniéncia matematica (facilidade de manuseio).
e com boa aproximac3do da realidade.

@ Existe um trade-off entre estes dois aspectos.

@ Se focarmos apenas no uso de modelos matematicamente muito
simples vamos acabar com modelos que sdo muito distantes da
realidade do fenémeno, que n3o o representam bem.
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Fung¢do de Probabilidade

Como estabelecer uma funcao P?

e OK, QUALQUER fungdo PP que satisfaca aos axiomas de Kolmogorov
é valida.

@ Mas como escolher uma funcdo que satisfaca o axioma 3 e, mais
importante, como escolher uma dessas fun¢des validas num caso
pratico?

@ Usamos uma combinacao de:

e conveniéncia matematica (facilidade de manuseio).
e com boa aproximacdo da realidade.

@ Existe um trade-off entre estes dois aspectos.

@ Se focarmos apenas no uso de modelos matematicamente muito
simples vamos acabar com modelos que sdo muito distantes da
realidade do fenémeno, que n3o o representam bem.

@ Se insistirmos em incorporar todoss os aspectos que podem afetar um
fendmeno, teremos um modelo probabilistico invidvel do ponto de
vista matematico e computacional.
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Fung¢do de Probabilidade

Como estabelecer uma funcao P?

@ Para definir a func3o de probabilidade IP devemos considerar trés
casos:
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Fung¢do de Probabilidade

Como estabelecer uma funcao P?

@ Para definir a func3o de probabilidade IP devemos considerar trés
casos:

o Q¢ finito: Q = {wy,wa,...,wn}
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Fung¢do de Probabilidade

Como estabelecer uma funcao P?

@ Para definir a func3o de probabilidade IP devemos considerar trés
casos:

o Q¢ finito: Q = {wy,wa,...,wn}

o ¢ infinito enumerdvel: Q = {w;, wo, ...}, tal como
Q=1{0,1,23,...}
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Fung¢do de Probabilidade

Como estabelecer uma funcao P?

@ Para definir a func3o de probabilidade IP devemos considerar trés
casos:

o Q¢ finito: Q = {wy,wa,...,wn}

o ¢ infinito enumerdvel: Q = {w;, wo, ...}, tal como
Q=1{0,1,23,...}

o Q é n3o-enumerdvel, tal como Q = (0,1) ou Q = R2.

@ O terceiro caso tem algumas complicacdes a mais em relagdo aos
outros dois.
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P quando €2 é finito

@ Seja Q = {wi,ws,...,wn} onde os w; sdo eventos atdmicos distintos,

indivisiveis.
e Notagdo: P ({w;}) = P(wj).
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P quando €2 é finito

@ Seja Q = {wi,ws,...,wn} onde os w; sdo eventos atdmicos distintos,
indivisiveis.
e Notagdo: P ({w;}) = P(wj).

o Atribua valores P(w;) > 0 arbitrariamente mas ...

@ ...com a restricdo de que sua soma seja igual a 1:

N
P(wi) + ... +Plwn) = Y Plwj) =1
i=1

@ Qualquer funcdo definida assim satisfaz os trés axiomas de
Kolmogorov e é vidlida.
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Fung¢do de Probabilidade

Exemplo: micro data mining

@ Suponha que existam apenas trés produtos: A, B, e C.
@  é composto pelas possiveis 8 cestas de produtos:

o 0 (ou nenhum produto),

e apenas A, apenas B, apenas C,

e apenas os produtos AB juntos, apenas AC juntos, apenas BC juntos,
e os 3 produtos ABC juntos.
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e apenas A, apenas B, apenas C,

e apenas os produtos AB juntos, apenas AC juntos, apenas BC juntos,
e os 3 produtos ABC juntos.

e Vamos representar Q = {0, A, B, C,AB,AC, BC,ABC}
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Fung¢do de Probabilidade

Exemplo: micro data mining

Suponha que existam apenas trés produtos: A, B, e C.

Q é composto pelas possiveis 8 cestas de produtos:
o 0 (ou nenhum produto),
e apenas A, apenas B, apenas C,
e apenas os produtos AB juntos, apenas AC juntos, apenas BC juntos,
e os 3 produtos ABC juntos.
Vamos representar Q = {0, A, B, C,AB,AC,BC,ABC}

Fez-se uma andlise estatistica do padrdo de compras de varios clientes.

(]

Observou-se, por exemplo, que aproximadamente 17% dos clientes
safam com a cesta A e 3% saiam com a cesta AB.
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Fung¢do de Probabilidade

Exemplo: micro data mining

@ Isto permitiu obter aproximadamente as probabilidades as
possibilidades de cada w € Q.
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Fung¢do de Probabilidade

Exemplo: micro data mining

@ Isto permitiu obter aproximadamente as probabilidades as
possibilidades de cada w € Q.

e Por exemplo, P(A) ~ 0.17 e P(AB) ~ 0.03
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Fung¢do de Probabilidade

Exemplo: micro data mining

@ Isto permitiu obter aproximadamente as probabilidades as
possibilidades de cada w € Q.

e Por exemplo, P(A) ~ 0.17 e P(AB) ~ 0.03
@ Assim, podemos atribuir probabilidades aos elementos atdomicos de €Q:

w 0 A B C AB BC AC ABC |soma
P(w) || 0.02 0.17 0.19 0.09 0.03 0.21 0.18 0.11 | 1.00
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P quando €2 é finito

e Temos Q = {wi,ws,...,wn}.
e Como fica a probabilidade P(A) de um evento A = {wj,...w;, }7?
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P quando €2 é finito
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Como fica a probabilidade P(A) de um evento A = {wj,,...wj,}?

@ A é um conjunto finito, sub-conjunto de £, com n elementos.
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P quando €2 é finito

Temos Q = {wi,ws,...,wn}.

Como fica a probabilidade P(A) de um evento A = {wj,,...wj,}?

@ A é um conjunto finito, sub-conjunto de £, com n elementos.

Seja A= {w,-l, .. .w,-n} = UJ{W,J}

A é a unido de n eventos atémicos disjuntos.

Para o Axioma 3 ser valido devemos ter

k
P(A) =P | Ulwi} | = 2P (fwy}) = > Plw)
j=t

j w,'EA
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P quando €2 é finito

@ Repetindo: atribua probabilidades (somando 1) aos eventos atémicos
we Q.
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P quando €2 é finito

@ Repetindo: atribua probabilidades (somando 1) aos eventos atémicos
we Q.
e Para qualquer evento A C Q:

e identifique quais os elementos w; que pertecem a A
e some suas probabilidades P(w;)

P(A) =P ({wp,...w,}) = Y _ P(w)

wi€EA
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Fung¢do de Probabilidade

Exemplo: micro data mining

@ Produtos A,B, e C. Q=1{0,A,B,C,AB,AC,BC,ABC} com as
probabilidades

w 0 A B C AB BC AC ABC|soma
P(w) || 0.02 0.17 0.19 0.09 0.03 0.21 0.18 0.11 | 1.00
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Fung¢do de Probabilidade

Exemplo: micro data mining

@ Produtos A,B, e C. Q=1{0,A,B,C,AB,AC,BC,ABC} com as
probabilidades

0 A B Cc AB BC AC ABC

soma

P(w)

0.02 0.17 0.19 0.09 0.03 021 0.18 0.11

1.00

@ Alguns eventos compostos e suas probabilidades:

o E significa levar o produto A na cesta, ou E = {A,AB,AC,ABC} e
portanto P(E) = 0.17 + 0.03 + 0.18 + 0.12 = 0.49.
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Fung¢do de Probabilidade

Exemplo: micro data mining

@ Produtos A,B, e C. Q=1{0,A,B,C,AB,AC,BC,ABC} com as
probabilidades

w 0 A B C AB BC AC ABC|soma
P(w) || 0.02 0.17 0.19 0.09 0.03 0.21 0.18 0.11 | 1.00

@ Alguns eventos compostos e suas probabilidades:
o E significa levar o produto A na cesta, ou E = {A,AB,AC,ABC} e
portanto P(E) = 0.17 + 0.03 + 0.18 4 0.12 = 0.49.
e E = levar o produto A mas n&o o produto C. Ou seja, E = {A,AB} e
P(E) = 0.17 + 0.03 = 0.20.
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Fung¢do de Probabilidade

Exemplo: micro data mining

@ Produtos A,B, e C. Q=1{0,A,B,C,AB,AC,BC,ABC} com as
probabilidades

w 0 A B C AB BC AC ABC|soma
P(w) || 0.02 0.17 0.19 0.09 0.03 0.21 0.18 0.11 | 1.00

@ Alguns eventos compostos e suas probabilidades:

o E significa levar o produto A na cesta, ou E = {A,AB,AC,ABC} e
portanto P(E) = 0.17 + 0.03 + 0.18 4 0.12 = 0.49.

e E = levar o produto A mas n&o o produto C. Ou seja, E = {A,AB} e
P(E) = 0.17 + 0.03 = 0.20.

o E = uma cesta vazia, ou E = {0} e portanto P(E) = P(0) = 0.02.

e E = uma cesta vazia ou com pelo menos um produto. Entdo E=Q e
portanto P(E) = P(Q) = 1.

e E = cesta com 4 produtos distintos. Ops, n3o existe. Portanto E = &,
o conjunto vazio, com P(@) =1-P(@°)=1-P(Q)=1-1=0.
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Fung¢do de Probabilidade

Visdo frequentista

@ Se o fendmeno puder ser repetido:
o indefinidademente,
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Fung¢do de Probabilidade

Visdo frequentista

@ Se o fendmeno puder ser repetido:

o indefinidademente,
e nas mesmas condicbes
o de forma independente (sem que uma repeticio afete outra),

~ m ‘ p .
e entdo P(w) = N onde m é o nimero de vezes que w ocorreu e N é o

nimero de repeticbes.
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Fung¢do de Probabilidade

Visdo frequentista

@ Se o fendmeno puder ser repetido:

o indefinidademente,
e nas mesmas condicbes

o de forma independente (sem que uma repeticio afete outra),

~ m ‘ p .
e entdo P(w) = N onde m é o nimero de vezes que w ocorreu e N é o
nimero de repeticbes.

e Podemos tomar P(w) =

embutida.

N ignorando a aproximag¢do amostral
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Visdo frequentista

@ Se o fendmeno puder ser repetido:

o indefinidademente,
e nas mesmas condicbes
o de forma independente (sem que uma repeticio afete outra),

~ m ‘ p .
e entdo P(w) = N onde m é o nimero de vezes que w ocorreu e N é o

nimero de repeticbes.

m . . -
—, ignorando a aproxima¢ao amostral

e Podemos tomar P(w) = N

embutida.

o Esta é chamada a visdo frequentista de probabilidade.

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 43 /27



Fung¢do de Probabilidade

Visdo frequentista

e EP(A) para A= {wj,...wj,}"?
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Fung¢do de Probabilidade

Visdo frequentista

e EP(A) para A= {wj,...wj,}"?

@ Temos duas possibilidades.
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Visdo frequentista
e EP(A) para A= {wj,...wj,}"?

@ Temos duas possibilidades.

m;j. .
o Tome P(w;) = WJ para cada w;; € A e some estas probabilidades:

m; mj;

P(A) = ZP% =D %
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Fung¢do de Probabilidade

Visdo frequentista

e EP(A) para A= {wj,...wj,}"?

@ Temos duas possibilidades.

m;j. .
o Tome P(w;) = WJ para cada w;; € A e some estas probabilidades:

mi;

P(A) = ZP% =D %

@ A outra opgdo é simplesmente verificar quantas vezes o evento A
ocorreu nas NN repeticoes independentes e tomar

m
P(A) = —
(="
onde m é o nimero de vezes que o evento A ocorreu nas N

repeticoes.
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Fung¢do de Probabilidade

Visdo frequentista

e EP(A) para A= {wj,...wj,}"?

@ Temos duas possibilidades.

m;j. .
o Tome P(w;) = WJ para cada w;; € A e some estas probabilidades:

mi;

P(A) = ZP% =D %

@ A outra opgdo é simplesmente verificar quantas vezes o evento A
ocorreu nas NN repeticoes independentes e tomar

m
P(A) = —
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Fung¢do de Probabilidade

Frequentista no micro data mining

@ No exemplo, temos trés produtos: A, B, e C.

@ Uma anadlise estatistica permitiu obter aproximadamente as
probabilidades:

w 0 A B C AB BC AC ABC |soma
P(w) || 0.02 0.17 0.19 0.09 0.03 0.21 0.18 0.11 | 1.00

@ Como foram obtidas?
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Fung¢do de Probabilidade

Frequentista no micro data mining

No exemplo, temos trés produtos: A, B, e C.

@ Uma anadlise estatistica permitiu obter aproximadamente as
probabilidades:

w 0 A B C AB BC AC ABC |soma
P(w) || 0.02 0.17 0.19 0.09 0.03 0.21 0.18 0.11 | 1.00

Como foram obtidas?

Um grande niimero N de clientes foram observados: sio as repeticdes.
Contou-se o niimero de vezes m em que a cesta foi BC

Finalmente tivemos P(BC) = m/N = 0.21 ou 21% dos clientes.

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 45 / 27



Fung¢do de Probabilidade

Um olhar critico

@ Pelo argumento frequentista, para que P(BC) ~ m/N = 0.21,
deveriamos ter repeticdes nas mesmas condicoes.
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Um olhar critico

@ Pelo argumento frequentista, para que P(BC) ~ m/N = 0.21,
deveriamos ter repeticdes nas mesmas condicoes.

@ Talvez isto nao seja razoavel.
@ Alguns clientes sao velhos, outros sio jovens;

@ Alguns compram no inverno e outros no verao, etc.
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Fung¢do de Probabilidade

Um olhar critico

Pelo argumento frequentista, para que P(BC) ~ m/N = 0.21,
deveriamos ter repeticdes nas mesmas condicoes.

Talvez isto nao seja razoavel.
Alguns clientes sdo velhos, outros sio jovens;

Alguns compram no inverno e outros no verao, etc.

As condi¢cdes em que as repeticoes estao ocorrendo ndo parecem ser
idénticas.
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Fung¢do de Probabilidade

Um olhar critico

@ Pelo argumento frequentista, para que P(BC) ~ m/N = 0.21,
deveriamos ter repeticdes nas mesmas condicoes.

Talvez isto nao seja razoavel.
Alguns clientes sdo velhos, outros sio jovens;

Alguns compram no inverno e outros no verao, etc.

As condi¢cdes em que as repeticoes estao ocorrendo ndo parecem ser
idénticas.

@ Se as condicdes ndo s3o idénticas pode ser que as probabilidades n3o
se mantenam constantes.
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Fung¢do de Probabilidade

Um olhar critico

@ Uma outra suposicao é que as repeticoes sao independentes.
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Fung¢do de Probabilidade

Um olhar critico

@ Uma outra suposicao é que as repeticoes sao independentes.

@ Vamos formalizar este conceito probabilistico a seguir mas ele
significa que o resultado de uma repeticdo ndo afeta nenhuma outra.
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Fung¢do de Probabilidade

Um olhar critico

@ Uma outra suposicao é que as repeticoes sao independentes.

@ Vamos formalizar este conceito probabilistico a seguir mas ele
significa que o resultado de uma repeticdo ndo afeta nenhuma outra.

@ Isto também pode ser questionado.

@ Alguns clientes podem influenciar outros via telefone ou comentarios.

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 47 ) 27



Fung¢do de Probabilidade

Um olhar critico

Uma outra suposicao é que as repeticoes sdo independentes.

@ Vamos formalizar este conceito probabilistico a seguir mas ele
significa que o resultado de uma repeticdo ndo afeta nenhuma outra.

Isto também pode ser questionado.

Alguns clientes podem influenciar outros via telefone ou comentdrios.

Outro motivo é que se os clientes ndo forem todos distintos, as
compras de um mesmo cliente podem ser muito semelhantes.
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Fung¢do de Probabilidade

Um olhar critico

@ Uma outra suposicao é que as repeticoes sao independentes.

@ Vamos formalizar este conceito probabilistico a seguir mas ele
significa que o resultado de uma repeticdo ndo afeta nenhuma outra.

@ Isto também pode ser questionado.
@ Alguns clientes podem influenciar outros via telefone ou comentarios.

@ Outro motivo é que se os clientes ndo forem todos distintos, as
compras de um mesmo cliente podem ser muito semelhantes.

@ Para pensar numa situagdo limite, imagine que apenas um (nico
cliente que compra sempre a mesma cesta tenha sido observado.
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Fung¢do de Probabilidade

Um olhar critico

@ Uma outra suposicao é que as repeticoes sao independentes.

@ Vamos formalizar este conceito probabilistico a seguir mas ele
significa que o resultado de uma repeticdo ndo afeta nenhuma outra.

@ Isto também pode ser questionado.
@ Alguns clientes podem influenciar outros via telefone ou comentarios.

@ Outro motivo é que se os clientes ndo forem todos distintos, as
compras de um mesmo cliente podem ser muito semelhantes.

@ Para pensar numa situagdo limite, imagine que apenas um (nico
cliente que compra sempre a mesma cesta tenha sido observado.

@ Estimar as probabilidades baseado nos dados deste (inico cliente n3o é
uma boa idéia.
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Fung¢do de Probabilidade

Um olhar critico

o Outra suposicio é que as repetices podem ser feitas
indefinidademente.

@ Suponha que estejamos interessados em Q = { TGG, ?(\56} onde
TGG significa a chance de uma terceira grande mundial nos préximos

—~

5 anos e TGG a sua nao-ocorréncia.
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Fung¢do de Probabilidade

Um olhar critico

o Outra suposicio é que as repetices podem ser feitas
indefinidademente. -

@ Suponha que estejamos interessados em Q = { TGG, TGG} onde
TGG significa a chance de uma terceira grande mundial nos préximos

5 anos e TGG a sua n3o-ocorréncia.
@ N3o parece razodvel querer estabelecer probabilidades invocando
frequencias em repeticdes prolongadas nas mesmas condi¢cdes destes

eventos.
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Fung¢do de Probabilidade

Um olhar critico

o Outra suposicio é que as repetices podem ser feitas
indefinidademente. -

@ Suponha que estejamos interessados em Q = { TGG, TGG} onde
TGG significa a chance de uma terceira grande mundial nos préximos
5 anos e TGG a sua n3o-ocorréncia.

@ N3o parece razodvel querer estabelecer probabilidades invocando
frequencias em repeticdes prolongadas nas mesmas condi¢cdes destes
eventos.

@ A abordagem bayesiana assume que probabilidades sdo subjetivas e
podem ser manipuladas com as regras do cdlculo de probabilidade
(ver na disciplina PGM: Modelos Gréficos Probabilisticos).
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Fung¢do de Probabilidade

Um olhar critico

o Outra suposicio é que as repetices podem ser feitas
indefinidademente. -

@ Suponha que estejamos interessados em Q = { TGG, TGG} onde
TGG significa a chance de uma terceira grande mundial nos préximos
5 anos e TGG a sua n3o-ocorréncia.

@ N3o parece razodvel querer estabelecer probabilidades invocando
frequencias em repeticdes prolongadas nas mesmas condi¢cdes destes
eventos.

@ A abordagem bayesiana assume que probabilidades sdo subjetivas e
podem ser manipuladas com as regras do cdlculo de probabilidade
(ver na disciplina PGM: Modelos Gréficos Probabilisticos).

@ Veremos ao longo do curso que existem varias maneiras de adaptar a
vers3o basica da abordagem frequenstista para situagdes mais
realistas, com as repeti¢cdes n3o precisando ser nas mesmas condi¢coes
e também com dependéncia entre elas.
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Fung¢do de Probabilidade

2 é infinito enumeravel

o Q= {wi,wy,...}: E idéntico ao caso finito: atribua P(w;) > 0 tal
que some 1.
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Fung¢do de Probabilidade

2 é infinito enumeravel

o Q= {wi,wy,...}: Eidéntico ao caso finito: atribua P(w;) > 0 tal
que some 1.

o Para obter P(A) some os valores P(w) de todos os elementos w € A.

@ Por exemplo, uma moeda honesta é lancada repetidamente até
observarmos a primeira coroa €.

e Q={¢&cc,ccc,...}

@ Atribuindo probabilidades de forma intuitiva (e correta)

P(&) = 1/2

P(wi) =
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Fung¢do de Probabilidade

2 é infinito enumeravel

Q = {w1,ws,...}: E idéntico ao caso finito: atribua P(w;) > 0 tal
que some 1.

Para obter P(A) some os valores P(w) de todos os elementos w € A.
Por exemplo, uma moeda honesta é lancada repetidamente até
observarmos a primeira coroa €.

Q={¢cécce,...}

Atribuindo probabilidades de forma intuitiva (e correta)

P(&) = 1/2
P(c) = (1/2)(1/2)

P(wi) =
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Fung¢do de Probabilidade

2 é infinito enumeravel

Q = {w1,ws,...}: E idéntico ao caso finito: atribua P(w;) > 0 tal
que some 1.

Para obter P(A) some os valores P(w) de todos os elementos w € A.
Por exemplo, uma moeda honesta é lancada repetidamente até
observarmos a primeira coroa €.

Q={¢cécce,...}

Atribuindo probabilidades de forma intuitiva (e correta)

P(&) =1/2

| P(ed) = (1/2)(1/2)
P(wi) = § P(ccd) = (1/2)(1/2)(1/2)

@ Temos

R - S He 0 -3 (5) -

i i terms i=1
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Fung¢do de Probabilidade

2 é infinito enumeravel

@ Ainda no exemplo, seja A o evento em que a moeda é lancada um
nimero par de vezes:

A = {c¢, cccé, cceecé, . . .}
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Fung¢do de Probabilidade

2 é infinito enumeravel

@ Ainda no exemplo, seja A o evento em que a moeda é lancada um
nimero par de vezes:

A = {c¢, cccé, cceecé, . . .}

@ Temos

WSO -5

i=1 i=1
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Fung¢do de Probabilidade

2 é infinito n3o-enumeravel

@ Os conjuntos n3o-enumerdveis... Os conjuntos infinitos enumerdveis
SA0 infinitinhos.
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Fung¢do de Probabilidade

2 é infinito n3o-enumeravel

@ Os conjuntos n3o-enumerdveis... Os conjuntos infinitos enumerdveis
SA0 infinitinhos.

@ Os conjuntos infinitos ndo-enumeraveis sdo |nf| n ItOGS

@ Existem varias dificuldades para lidar rigorosamente com eles.
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Fung¢do de Probabilidade

2 é infinito n3o-enumeravel

@ Os conjuntos n3o-enumerdveis... Os conjuntos infinitos enumerdveis
SA0 infinitinhos.

[ = . ~
@ Os conjuntos infinitos ndo-enumeraveis sdo |nf| n ItOGS
@ Existem varias dificuldades para lidar rigorosamente com eles.

@ Daremos apenas um exemplo para estes conjuntos.
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Fung¢do de Probabilidade

2 é infinito n3o-enumeravel

@ Os conjuntos n3o-enumerdveis... Os conjuntos infinitos enumerdveis
SA0 infinitinhos.

. e~
Os conjuntos infinitos ndo-enumeraveis sdo |nf| n ItoeS
Existem varias dificuldades para lidar rigorosamente com eles.
Daremos apenas um exemplo para estes conjuntos.
Selecione um ndmero completamente ao acaso no intervalo [0,1].
Q = [0,1]. Como atribuir probabilidades?

Vamos tentar o mesmo procedimento do caso em que 2 é finito ou
enumeravel.

@ Isto é, atribua um valor P(w) para cada w e defina

P(A) =)  P(wi)

wi€EA
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Fung¢do de Probabilidade

N3o vai dar certo

@ Como nenhum ponto é favorecido deveremos fazer P(w) = £ > 0 para
todo w € Q.
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Fung¢do de Probabilidade

N3o vai dar certo

@ Como nenhum ponto é favorecido deveremos fazer P(w) = £ > 0 para
todo w € Q.

e eentdo P(A) =77
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Fung¢do de Probabilidade

N3o vai dar certo

@ Como nenhum ponto é favorecido deveremos fazer P(w) = £ > 0 para
todo w € Q.

e eentdo P(A) =77
e Suponha que A={1/2,1/4,1/8,1/16,...,....}.
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Fung¢do de Probabilidade

N3o vai dar certo

@ Como nenhum ponto é favorecido deveremos fazer P(w) = £ > 0 para

todo w € Q.
e eentdo P(A) =77
e Suponha que A={1/2,1/4,1/8,1/16,...,....}.
P(A)= > Plw) =Y {=&o0=00
wi€A wi€A
se£>0

@ Portanto, algo estd errado.
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Todo ponto em [0, 1] tem probabilidade 0

@ O erro é assumir P(w) = ¢ > 0.
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@ O erro é assumir P(w) = ¢ > 0.

@ O correto é assumir que P(w) = 0 para todo ponto w € [0, 1].
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Todo ponto em [0, 1] tem probabilidade 0

@ O erro é assumir P(w) = ¢ > 0.
@ O correto é assumir que P(w) = 0 para todo ponto w € [0, 1].

@ Mas se todo niimero em [0, 1] tem probabilidade ZERO, como
poderemos ter P(A) > 07
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Todo ponto em [0, 1] tem probabilidade 0

O erro é assumir P(w) = ¢ > 0.

O correto é assumir que P(w) = 0 para todo ponto w € [0, 1].

Mas se todo niimero em [0, 1] tem probabilidade ZERO, como
poderemos ter P(A) > 07

Este paradoxo sempre aparece quando representamos a realidade com
os nimeros da reta real.
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Todo ponto em [0, 1] tem probabilidade 0

@ O erro é assumir P(w) = ¢ > 0.

@ O correto é assumir que P(w) = 0 para todo ponto w € [0, 1].

@ Mas se todo niimero em [0, 1] tem probabilidade ZERO, como
poderemos ter P(A) > 07

@ Este paradoxo sempre aparece quando representamos a realidade com
os nimeros da reta real.

@ Por exemplo, em fisica, a representacdo da realidade com nimeros

reais gera paradoxos.
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Fung¢do de Probabilidade

Mesmo paradoxo em fisica elementar

@ Suponha que o intervalo [0, 1] represente um segmento de fio com
massa de 1 grama.
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Fung¢do de Probabilidade

Mesmo paradoxo em fisica elementar

@ Suponha que o intervalo [0, 1] represente um segmento de fio com
massa de 1 grama.

@ Suponha que o fio tem sua massa perfeitamente e regularmente
distribuida no fio.

@ Dizemos que ele tem uma densidade de massa constante.
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Fung¢do de Probabilidade

Mesmo paradoxo em fisica elementar

@ Suponha que o intervalo [0, 1] represente um segmento de fio com
massa de 1 grama.

@ Suponha que o fio tem sua massa perfeitamente e regularmente
distribuida no fio.

@ Dizemos que ele tem uma densidade de massa constante.

@ Qual a massa de um ponto x € [0,1]?
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Fung¢do de Probabilidade

Mesmo paradoxo em fisica elementar

@ Suponha que o intervalo [0, 1] represente um segmento de fio com
massa de 1 grama.

@ Suponha que o fio tem sua massa perfeitamente e regularmente
distribuida no fio.

@ Dizemos que ele tem uma densidade de massa constante.
@ Qual a massa de um ponto x € [0, 1]?

@ Suponha que o ponto tem uma massa £ > 0.
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Fung¢do de Probabilidade

Mesmo paradoxo em fisica elementar

@ Suponha que o intervalo [0, 1] represente um segmento de fio com
massa de 1 grama.

Suponha que o fio tem sua massa perfeitamente e regularmente
distribuida no fio.

Dizemos que ele tem uma densidade de massa constante.
Qual a massa de um ponto x € [0, 1]?

Suponha que o ponto tem uma massa & > 0.

Como a densidade é constante, todos os pontos devem ter a mesma
massa & > 0.
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Fung¢do de Probabilidade

Mesmo paradoxo em fisica elementar

@ Suponha que o intervalo [0, 1] represente um segmento de fio com
massa de 1 grama.

@ Suponha que o fio tem sua massa perfeitamente e regularmente
distribuida no fio.

Dizemos que ele tem uma densidade de massa constante.
Qual a massa de um ponto x € [0, 1]?

Suponha que o ponto tem uma massa & > 0.

Como a densidade é constante, todos os pontos devem ter a mesma
massa & > 0.

@ Como existem infinitos pontos, a massa total deveria ser £ X co = 0o
e ndo 1 grama.
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Fung¢do de Probabilidade

Solu¢do no modelo fisico

@ O modelo que representa o fio por um segmento de reta é incorreto.
@ O fio possui unidades atémicas que possuem massa.

@ Sua representacdo como uma linha continua leva a paradoxos.
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Fung¢do de Probabilidade

Solu¢do no modelo fisico

O modelo que representa o fio por um segmento de reta é incorreto.
O fio possui unidades atdémicas que possuem massa.

Sua representacdo como uma linha continua leva a paradoxos.

A solucdo matemadtica para tornar a representacdo uatil é assumir que:
e Todo ponto isolado do fio possui massa ZERO.
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Fung¢do de Probabilidade

Solu¢do no modelo fisico

O modelo que representa o fio por um segmento de reta é incorreto.
O fio possui unidades atdémicas que possuem massa.

Sua representacdo como uma linha continua leva a paradoxos.

A solucdo matemadtica para tornar a representacdo uatil é assumir que:

e Todo ponto isolado do fio possui massa ZERO.
o A massa associada com um segmento [a, b] é diretamente proporcional
ao seu comprimento.
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Fung¢do de Probabilidade

Solu¢do no modelo fisico

@ O modelo que representa o fio por um segmento de reta é incorreto.
@ O fio possui unidades atémicas que possuem massa.

@ Sua representacdo como uma linha continua leva a paradoxos.
@ A solucdo matemadtica para tornar a representacao atil é assumir que:

e Todo ponto isolado do fio possui massa ZERO.

o A massa associada com um segmento [a, b] é diretamente proporcional
ao seu comprimento.

o Como a massa total de [0,1] é 1 grama, a massa de [a, b] € [0,1] é
b—a.
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Fung¢do de Probabilidade

Solu¢do no modelo fisico

@ O modelo que representa o fio por um segmento de reta é incorreto.
@ O fio possui unidades atémicas que possuem massa.

@ Sua representacdo como uma linha continua leva a paradoxos.

@ A solucdo matemadtica para tornar a representacao atil é assumir que:
e Todo ponto isolado do fio possui massa ZERO.

o A massa associada com um segmento [a, b] é diretamente proporcional
ao seu comprimento.

o Como a massa total de [0,1] é 1 grama, a massa de [a, b] € [0,1] é
b— a.

o Por exemplo, [0,1/2] tem massa 1/2 grama, [1/2,3/4] tem massa 1/4
grama, etc.
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Fung¢do de Probabilidade

Solu¢do no modelo fisico

@ O modelo que representa o fio por um segmento de reta é incorreto.

@ O fio possui unidades atémicas que possuem massa.

@ Sua

representacdo como uma linha continua leva a paradoxos.

@ A solucdo matemadtica para tornar a representacao atil é assumir que:

Todo ponto isolado do fio possui massa ZERO.

A massa associada com um segmento [a, b] é diretamente proporcional
ao seu comprimento.

Como a massa total de [0,1] é 1 grama, a massa de [a, b] € [0,1] é
b— a.

Por exemplo, [0,1/2] tem massa 1/2 grama, [1/2,3/4] tem massa 1/4
grama, etc.

Note que o ponto x é também o intervalo [x, x] que possui massa 0
pois tem comprimento 0.
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Fung¢do de Probabilidade

A func3o densidade de massa

@ Uma maneira um pouco mais complicada é usar uma funcio
densidade de massa.

@ Esta func3o serd muito til quando a massa n3o estiver distribuida de
maneira uniforme.
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A func3o densidade de massa

@ Uma maneira um pouco mais complicada é usar uma funcio
densidade de massa.

@ Esta func3o serd muito til quando a massa n3o estiver distribuida de
maneira uniforme.

@ Densidade de massa: uma fungdo f(x) definida para cada x no
segmento [0, 1].
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Fung¢do de Probabilidade

A func3o densidade de massa

@ Uma maneira um pouco mais complicada é usar uma funcio
densidade de massa.

@ Esta func3o serd muito til quando a massa n3o estiver distribuida de
maneira uniforme.

@ Densidade de massa: uma fungdo f(x) definida para cada x no
segmento [0, 1].

e Esta fungdo é tal que a massa no segmento [a, b] € a sua integral:

b
massa em |[a, b] :/ f(x)dx
a
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Fung¢do de Probabilidade

A func3o densidade de massa

@ Se tomarmos f(x) =1 para todo x € [0, 1] teremos

b b
massa em [a, b] = / f(x)dx = / ldx=b—a
a a

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados
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Fung¢do de Probabilidade

A func3o densidade de massa
@ Se tomarmos f(x) = 1 para todo x € [0, 1] teremos

b b
massa em [a, b] = / f(x)dx = / ldx=b—a
a a

e Esta é a fungdo densidade f(x) para o fio com massa uniformemente
distribuida em [0, 1].
@ A idéia é espalhar a massa total do objeto por meio da fungdo f(x).

@ A massa de qualquer subconjunto é obtida por integracao.
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Fung¢do de Probabilidade

A func3o densidade de massa

@ A massa pode n3o ser uniformemente distribuida.

@ Por exemplo, o material é uma liga com dois elementos (cobre e
zinco).
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Fung¢do de Probabilidade

A func3o densidade de massa

@ A massa pode n3o ser uniformemente distribuida.

@ Por exemplo, o material é uma liga com dois elementos (cobre e

zinco).
@ Em certas regides, existe mais cobre que zinco. Em outras, o zinco
domina.
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A func3o densidade de massa

@ A massa pode n3o ser uniformemente distribuida.

@ Por exemplo, o material é uma liga com dois elementos (cobre e
zinco).

@ Em certas regides, existe mais cobre que zinco. Em outras, o zinco
domina.

@ A densidade do fio vai variar de acordo com a propor¢cdo de zinco no
local.
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A func3o densidade de massa

A massa pode n3o ser uniformemente distribuida.

@ Por exemplo, o material é uma liga com dois elementos (cobre e
zinco).

@ Em certas regides, existe mais cobre que zinco. Em outras, o zinco
domina.

@ A densidade do fio vai variar de acordo com a propor¢cdo de zinco no
local.

o Ela pode estar mais concentrada em algumas regides do fio que em
outras.
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Fung¢do de Probabilidade

A func3o densidade de massa

A massa pode n3o ser uniformemente distribuida.

@ Por exemplo, o material é uma liga com dois elementos (cobre e
zinco).

@ Em certas regides, existe mais cobre que zinco. Em outras, o zinco

domina.

@ A densidade do fio vai variar de acordo com a propor¢cdo de zinco no
local.

o Ela pode estar mais concentrada em algumas regides do fio que em
outras.

e Isto fica refletido imediatamente na fung3o densidade f(x).

@ Nas regides onde a massa é mais concentrada, f serd maior.
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Fung¢do de Probabilidade

Exemplos de densidade de massa

1)

o 10 20
L
)
012345
L

i)
2468
L
)

00 10 20 30

L

Figura: Quatro diferentes fun¢des densidade f(x).
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Densidade de massa de PROBABILIDADE

@ Com conjuntos 2 n3o-enumerdveis tais como 2 C R" adotamos o
mesmo procedimento.
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Densidade de massa de PROBABILIDADE

@ Com conjuntos 2 n3o-enumerdveis tais como 2 C R" adotamos o
mesmo procedimento.

@ Massa total de probabilidade de Q é 1 pois P(Q2) = 1.
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Densidade de massa de PROBABILIDADE

@ Com conjuntos 2 n3o-enumerdveis tais como 2 C R" adotamos o
mesmo procedimento.

@ Massa total de probabilidade de Q é 1 pois P(Q2) = 1.

@ Espalhe em Q a massa total de probabilidade usando f(x).
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Densidade de massa de PROBABILIDADE

@ Com conjuntos 2 n3o-enumerdveis tais como 2 C R" adotamos o
mesmo procedimento.

@ Massa total de probabilidade de Q é 1 pois P(Q2) = 1.
@ Espalhe em Q a massa total de probabilidade usando f(x).
@ A massa de probabilidade de qualquer evento A C 2 é obtida por

integracao:

b
P(A) = / F(x)dx
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Densidade de massa de PROBABILIDADE

@ Escolhendo um ponto completamente ao acaso em [0, 1].
e Tome f(x) =1 para x € [0,1].
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Densidade de massa de PROBABILIDADE

Escolhendo um ponto completamente ao acaso em [0, 1].
Tome f(x) =1 para x € [0, 1].
Evento: A = [a, b], um intervalo.

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados

O experimento escolhe um tnico ponto em [0, 1], e ndo intervalos.
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Densidade de massa de PROBABILIDADE

Escolhendo um ponto completamente ao acaso em [0, 1].

Tome f(x) =1 para x € [0, 1].

Evento: A = [a, b], um intervalo.

O experimento escolhe um tnico ponto em [0, 1], e ndo intervalos.

Ocorrer o evento A significa que o ponto escolhido pertence ao
intervalo A = [a, b].
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Densidade de massa de PROBABILIDADE

Escolhendo um ponto completamente ao acaso em [0, 1].

Tome f(x) =1 para x € [0, 1].

Evento: A = [a, b], um intervalo.

O experimento escolhe um tnico ponto em [0, 1], e ndo intervalos.

Ocorrer o evento A significa que o ponto escolhido pertence ao
intervalo A = [a, b].

P(Intervalo[a,b]) = Comprimento do intervalo [a,b] (1)
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Densidade de massa de PROBABILIDADE

Escolhendo um ponto completamente ao acaso em [0, 1].

Tome f(x) =1 para x € [0, 1].

Evento: A = [a, b], um intervalo.

O experimento escolhe um tnico ponto em [0, 1], e ndo intervalos.

Ocorrer o evento A significa que o ponto escolhido pertence ao
intervalo A = [a, b].

P(Intervalo[a,b]) = Comprimento do intervalo [a,b] (1)

Todo ponto isolado do fio possui probabilidade ZERO.

C

(Opcional:) Em A, todo evento pode ser aproximado com U, N, e
de intervalos (ndmero enumeravel). Assim P(A) fica estabelecido V A
(Teorema de extens3o de Caratheodory)

o
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@ Definir densidades para 2 complicados pode ser dificil.
@ Pior: pode ser impossivel!

@ N3o sabemos explicitar uma densidade.

o Novamente, os conjuntos I N FI N ITO ES vém nos

assombrar.

@ E sempre a dificuldade de lidar matematicamente com o infinito
“excessivo”.

@ Existem situagGes praticas que exigem trabalhar com estes conjuntos
Q e temos de solucionar isto de alguma forma.
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de um grao de pdlen na superficie da dgua observado a cada 1
segundo.
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@ Por exemplo, no caso do movimento browniano: movimento errdtico
de um grao de pdlen na superficie da dgua observado a cada 1
segundo.

20
L

10

Figura: Quatro diferentes elementos w € Q.

Renato Assun¢3o, DCC, UFMG Estatistica para Ciéncia dos Dados 63 / 27



Quando €2 é complicado - OPCIONAL

@ ) é o conjunto de todas as curvas erraticas do movimento browniano.

e Como definir eventos (sub-conjuntos de Q) aqui?

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 64 / 27



Quando €2 é complicado - OPCIONAL

@ ) é o conjunto de todas as curvas erraticas do movimento browniano.
e Como definir eventos (sub-conjuntos de Q) aqui?

@ Queremos calcular, por exemplo, a probabilidade de a trajetéria da
particula n3o se intersecte nos primeiros 10 minutos.

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 64 / 27



Quando €2 é complicado - OPCIONAL

@ ) é o conjunto de todas as curvas erraticas do movimento browniano.
e Como definir eventos (sub-conjuntos de Q) aqui?

@ Queremos calcular, por exemplo, a probabilidade de a trajetéria da
particula n3o se intersecte nos primeiros 10 minutos.

@ Este evento corresponde a uma imenso conjunto de curvas de Q.

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 64 / 27



Quando €2 é complicado - OPCIONAL

Q é o conjunto de todas as curvas erraticas do movimento browniano.

Como definir eventos (sub-conjuntos de Q) aqui?

Queremos calcular, por exemplo, a probabilidade de a trajetéria da
particula n3o se intersecte nos primeiros 10 minutos.

Este evento corresponde a uma imenso conjunto de curvas de €.

Qual a probabilidade de sua ocorréncia?

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 64 / 27



Quando €2 é complicado - OPCIONAL

Q é o conjunto de todas as curvas erraticas do movimento browniano.

Como definir eventos (sub-conjuntos de Q) aqui?

Queremos calcular, por exemplo, a probabilidade de a trajetéria da
particula n3o se intersecte nos primeiros 10 minutos.

Este evento corresponde a uma imenso conjunto de curvas de €.

Qual a probabilidade de sua ocorréncia?

Como atribuir probabilidades de forma consistente a TODOS estes
eventos?

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 64 / 27



Quando €2 é complicado - OPCIONAL

Q é o conjunto de todas as curvas erraticas do movimento browniano.

Como definir eventos (sub-conjuntos de Q) aqui?

Queremos calcular, por exemplo, a probabilidade de a trajetéria da
particula n3o se intersecte nos primeiros 10 minutos.

Este evento corresponde a uma imenso conjunto de curvas de €.

Qual a probabilidade de sua ocorréncia?

Como atribuir probabilidades de forma consistente a TODOS estes
eventos?

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 64 / 27



Quando €2 é complicado - OPCIONAL
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Q=1{0,1}°.
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Quando €2 é complicado - OPCIONAL

@ Ou, quem sabe, f, ndo convirja para valor algum, oscilando no
intervalo (0, 1) sem estabilizar-se permanentemente em torno de
nenhum valor.
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Ou, quem sabe, f, ndo convirja para valor algum, oscilando no
intervalo (0, 1) sem estabilizar-se permanentemente em torno de
nenhum valor.

Afinal, podemos pensar em muitas (infinitas!) sequéncias w € Q tais
que fp, » 1/2.

e Por exemplo, w=(0,1,0,1,1,1,1,1,1,1,...)
e Ouw=(1,0,1,0,0,1,0,0,0,1,0,0,0,0,1,...)
@ Qual a probabilidade de ocorra uma dessas infnitas seqéncias com

fp—1/27
A resposta é ... a probabilidade é igual a ZERO (teorema Lei Forte
dos Grandes Ndmeros)

Numa sequéncia infinita de lancamentos da moeda honesta a
probabilidade de que f, ndo convirja para 1/2 é zero.
Mas existem infinitas sequéncias desse tipo n3o-convergente em €2...
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Quando €2 é complicado - OPCIONAL

@ E se a moeda tiver a probabilidade de cara bem pequena, digamos
0~ 0.
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@ E se a moeda tiver a probabilidade de cara bem pequena, digamos

0 ~ 0.

@ Qual a probabilidade de que f, n3o convirja para este § bem préximo
de zero?

@ Zero.

@ Esta divertido... vamos ver um outro evento...

@ Pegue o comprimento da mais longa sequéncia de 1's ininterruptos na
série infinita de lancamentos da moeda honesta.

@ Qual a probabilidade de que este comprimento seja pelo menos 20007

o Curioso?

@ A probabilidade é igual a 1... (uma aplicagdo do Teorema de

Borel-Cantelli).
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Fungdo de Probabilidade

Quando €2 é complicado - OPCIONAL

@ Se © é um conjunto formado por todas as fun¢des continuas:

«««««

@ O experimento é observar uma curva continua de temperatura
durante 24 horas.
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Quando €2 é complicado - OPCIONAL

@ w é uma das infinitas curvas possiveis.

@ Eventos sdo sub-conjuntos de curvas deste conjunto €.
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w € uma das infinitas curvas possiveis.
@ Eventos sdo sub-conjuntos de curvas deste conjunto €.

@ Como atribuir probabilidades de forma consistente a TODOS os
eventos possiveis?

@ Por exemplo, se A e B sdo dois eventos (dois conjuntos de curvas)
tais que A C B entdo devemos ter P(A) < P(B).

@ O que poderia ser uma densidade de probabilidade neste conjunto €2
de curvas continuas?

@ Como integrar neste conjunto? Precisamos de uma nogdo de integral
mais complexa que a integral de Riemann.

@ Isto é assunto de cursos avancados de probabilidade e processos
estocasticos.
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Quando €2 é complicado - OPCIONAL

@ Vamos evitar TODAS estas complicagdes.
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@ Vamos evitar TODAS estas complicagdes.
o Na prética da anslise de dados NAO trabalhamos diretamente com Q.

@ Reduzimos o fenémeno estocastico a algumas poucas caracteristicas
numéricas com as quais descrevemos o experimento aleatério.

@ Estas caracteristicas sdo chamadas varidveis aleatdrias.

o Na prética isto vai significar que, no “pior caso”, teremos {2
equivalente a subconjuntos de R”, para os quais podemos definir
densidades de probabilidade.
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Fung¢do de Probabilidade

Densidade de probabilidade quando 2 é continuo

@ Varidveis aleatdrias, na pratica, fazem com que Q2 C R”
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Densidade de probabilidade quando 2 é continuo

@ Varidveis aleatdrias, na pratica, fazem com que Q2 C R”
@ E este caso é muito facil.
@ A densidade f(w) pode ser QUALQUER fung¢3o

f:QcR" — R
w — f(w)

tal que:
e f(w) >0, (para ndo obter uma probabilidade negativa).

o [y f(w) dw=1
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Figura: Quatro diferentes funcdes densidade de massa de probabilidade f(x).
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Fung¢do de Probabilidade

Observacoes

@ Devemos ter f(w) > 0, um limite inferior.
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Devemos ter f(w) > 0, um limite inferior.
Mas podemos ter f(w) > 1: ndo ha um limite superior.

A restricdo fundamental € que a integral sobre todo 2 deve ser 1.

N3o se exige que o valor f(w) em cada w € Q seja menor que 1.
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Fung¢do de Probabilidade

Observacoes

Devemos ter f(w) > 0, um limite inferior.
Mas podemos ter f(w) > 1: ndo ha um limite superior.
A restricdo fundamental € que a integral sobre todo 2 deve ser 1.

N3o se exige que o valor f(w) em cada w € Q seja menor que 1.

e 6 6 o o

Para obter a probabilidade de um evento A C 2 basta integrar f(x)
sobre a regido A:

IP’(A):/Af(X)dX

@ Assim, uma proabilidade P(A) é drea (ou volume) sob uma curva (ou
superficie) de densidade.
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Exemplo

@ Suponha que dardos sdo atirados num alvo circular de raio 1.
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@ Suponha que dardos sdo atirados num alvo circular de raio 1.

@ Um jogador possui uma habilidadefaz com que a chance de acertar

numa regido A préxima do centro é maior que se esta mesma regidao
estiver préxima da borda.
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numa regido A préxima do centro é maior que se esta mesma regidao
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fix,y)=c (\/x2 +y? - 1)2

para x,y no disco unitario

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 74 ) 27



Fung¢do de Probabilidade

Exemplo

@ Suponha que dardos sdo atirados num alvo circular de raio 1.

@ Um jogador possui uma habilidadefaz com que a chance de acertar
numa regido A préxima do centro é maior que se esta mesma regidao
estiver préxima da borda.

@ Esta habilidade esta representada pela densidade

fix,y)=c (\/x2 +y? - 1)2

para x,y no disco unitario
@ c é uma constante para garantir que [, f(x,y)dxdy = 1.
e OBS: Encontra-se que ¢ = 147/12
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Fung¢do de Probabilidade

Exemplo

e Seja r = \/x2 + y2, a distancia de (x, y) até a origem.
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Fung¢do de Probabilidade

Exemplo

e Seja r = \/x2 + y2, a distancia de (x, y) até a origem.
@ Entdo podemos reescrever a densidade anterior

flx,y)=c (\/X2 +y? — 1)2 =c(r—1)>
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Fung¢do de Probabilidade

Exemplo

e Seja r = \/x2 + y2, a distancia de (x, y) até a origem.
@ Entdo podemos reescrever a densidade anterior

flx,y)=c (\/X2 +y? — 1)2 =c(r—1)>

@ Isto torna mais simples a visualizagdo da densidade: mapa de calor ou
curvas de nivel.

@ Para uma regido A qualquer dentro do disco, temos

P(A) :/Af(x,y)dxdy
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Fung¢do de Probabilidade

Exemplo

@ Individuos com habilidades diferentes terdo sua densidade diferente.
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@ A densidade devera expressar quais as regides mais provaveis de serem
atingidas.
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Individuos com habilidades diferentes terdo sua densidade diferente.

@ A densidade devera expressar quais as regides mais provaveis de serem
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Fung¢do de Probabilidade

Exemplo

Individuos com habilidades diferentes terdo sua densidade diferente.

@ A densidade devera expressar quais as regides mais provaveis de serem
atingidas.

e Como seria um mapa de calor da densidade f(x,y) de um jogador
"cego”?

E um jogador extremamente habilidoso?

E um jogador que tem um viés par a direita, que tende a jogar o
dardo deslocado para a direita?
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Fung¢do de Probabilidade

Exemplo

@ Interesse no tempo de espera pelo primeiro comentdrio apds a
postagem de um video do YouTube do canal de Whindersson Nunes.

@ Espaco amostral Q7
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Fung¢do de Probabilidade

Exemplo

@ Interesse no tempo de espera pelo primeiro comentdrio apds a
postagem de um video do YouTube do canal de Whindersson Nunes.

@ Espaco amostral Q7
e Q=(0,00)
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Fung¢do de Probabilidade

Exemplo

@ Interesse no tempo de espera pelo primeiro comentdrio apds a
postagem de um video do YouTube do canal de Whindersson Nunes.

Espaco amostral Q7
Q = (0,00)
Densidade f(x)?
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Fung¢do de Probabilidade

Exemplo

Interesse no tempo de espera pelo primeiro comentdrio apds a
postagem de um video do YouTube do canal de Whindersson Nunes.

Espaco amostral Q7

Q = (0,00)

Densidade f(x)?

Virias alternativas para f(x) - ver no grafico a seguir.
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Fung¢do de Probabilidade

Esperando comentario

I
(X

fxr
0
000 010 020

00 02 04 06

Figura: Quatro possiveis modelos de densidade de probabilidade f(x) para tempo
de espera. VISUALMENTE; veja como s3o diferentes as probabilidades
P(A) = P((2,4)).
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Probabilidade Condicional

@ Seja B um evento em Q e P(B) sua probabilidade de ocorréncia.
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@ Sem poder ver o resultado do experimento diretamente, somos
informados apenas que outro evento A ocorreu.
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Probabilidade Condicional

Seja B um evento em Q e IP(B) sua probabilidade de ocorréncia.

Sem poder ver o resultado do experimento diretamente, somos
informados apenas que outro evento A ocorreu.

Isto muda a probabilidade de B ocorrer?

Por exemplo, dois dados bem equilibrados s3o lancados em sequéncia.

Vocé aposta na ocorréncia de B: o primeiro dado vai resultar num 6.
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Probabilidade Condicional

@ Seja B um evento em Q e P(B) sua probabilidade de ocorréncia.

Sem poder ver o resultado do experimento diretamente, somos
informados apenas que outro evento A ocorreu.

Isto muda a probabilidade de B ocorrer?
Por exemplo, dois dados bem equilibrados s3o lancados em sequéncia.

Vocé aposta na ocorréncia de B: o primeiro dado vai resultar num 6.

Se vocé souber que a soma dos dois dados foi menor que 8 (evento
A) e pudesse rever sua aposta, vocé colocaria mais fichas na
ocorréncia de B? Ou menos fichas?
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Probabilidade Condicional

@ De posse da informacdo de que certo evento A ocorreu, queremos
recalcular as chances de outros eventos By, By, . ..
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Probabilidade Condicional

@ De posse da informacdo de que certo evento A ocorreu, queremos
recalcular as chances de outros eventos By, By, . ..
@ Chamamos a isto de probabilidade de B condicionada a ocorréncia do

evento A,
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@ De posse da informacdo de que certo evento A ocorreu, queremos
recalcular as chances de outros eventos By, By, . ..
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Probabilidade Condicional

@ De posse da informacdo de que certo evento A ocorreu, queremos
recalcular as chances de outros eventos By, By, . ..

@ Chamamos a isto de probabilidade de B condicionada a ocorréncia do
evento A,

@ ou de probabilidade de B dado que A ocorreu,
@ ou, mais curto ainda, probabilidade de B dado A.
e Notagdo: P(B|A)
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Probabilidade Condicional

@ De posse da informacdo de que certo evento A ocorreu, queremos
recalcular as chances de outros eventos By, By, . ..

@ Chamamos a isto de probabilidade de B condicionada a ocorréncia do
evento A,

ou de probabilidade de B dado que A ocorreu,

ou, mais curto ainda, probabilidade de B dado A.

Notagdo: P(BJ|A)

A imensa maioria das técnicas de Aprendizagem de Maquina (ou

Machine Learning, ML) s3o algoritmos para fazer célculos de
probabilidade condicional.
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Probabilidade Condicional e ML

@ Momento do diagndstico de um céncer de estébmago para um paciente
qualquer.
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@ B é o evento em que o paciente terd pelo menos mais 1 ano de vida.
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@ Momento do diagndstico de um céncer de estébmago para um paciente
qualquer.

@ B é o evento em que o paciente terd pelo menos mais 1 ano de vida.

e Suponha que P(B) = 0.70.

@ Usando a idéia frequentista, dentre todos os pacientes observados em
situacdo semelhante no passado, 70% deles viveu mais de um ano a
partir do diagndstico.
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Probabilidade Condicional e ML

@ Momento do diagndstico de um céncer de estébmago para um paciente

qualquer.

B é o evento em que o paciente terd pelo menos mais 1 ano de vida.

Suponha que P(B) = 0.70.

Usando a idéia frequentista, dentre todos os pacientes observados em

situacdo semelhante no passado, 70% deles viveu mais de um ano a

partir do diagndstico.

@ Seja A o evento em que um paciente de cancer de estdmago tenha
uma bidpsia confirmando que o tumor é benigno.
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Probabilidade Condicional e ML

@ Momento do diagndstico de um céncer de estébmago para um paciente
qualquer.

@ B é o evento em que o paciente terd pelo menos mais 1 ano de vida.

e Suponha que P(B) = 0.70.

@ Usando a idéia frequentista, dentre todos os pacientes observados em
situacdo semelhante no passado, 70% deles viveu mais de um ano a
partir do diagndstico.

@ Seja A o evento em que um paciente de cancer de estdmago tenha
uma bidpsia confirmando que o tumor é benigno.

e Imaginamos que P(BJ|A) seja maior que P(B) = 0.70. Como
recalcular a probabilidade da ocorréncia de B?
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Probabilidade Condicional e ML

@ Momento do diagndstico de um céncer de estébmago para um paciente
qualquer.

@ B é o evento em que o paciente terd pelo menos mais 1 ano de vida.

e Suponha que P(B) = 0.70.

@ Usando a idéia frequentista, dentre todos os pacientes observados em
situacdo semelhante no passado, 70% deles viveu mais de um ano a
partir do diagndstico.

@ Seja A o evento em que um paciente de cancer de estdmago tenha
uma bidpsia confirmando que o tumor é benigno.

e Imaginamos que P(BJ|A) seja maior que P(B) = 0.70. Como
recalcular a probabilidade da ocorréncia de B?

@ Se tivermos um grande nimero de pacientes inicialmente
diagnosticados e com bidpsia posterior indicando benigno, contamos a
propor¢ao desses individuos que sobrevivem mais de um ano. Isto
Serd uma boa aproximagdo para P(B|A).
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Probabilidade Condicional e ML

@ O problema fica mais complicado se o evento A representar a seguinte
informacao:
e bidpsia indica benigno,
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Probabilidade Condicional e ML

@ O problema fica mais complicado se o evento A representar a seguinte
informacao:
e bidpsia indica benigno,
e paciente tem 45 anos de idade,
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e sempre morou em Santa Catarina,

o é fumante

e e sempre come salames e salsichas defumadas.
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Probabilidade Condicional e ML

@ O problema fica mais complicado se o evento A representar a seguinte
informacao:
e bidpsia indica benigno,
paciente tem 45 anos de idade,
é homem,
sempre morou em Santa Catarina,
é fumante
e sempre come salames e salsichas defumadas.
@ N3o haverd uma amostra muito grande de pacientes nestas condi¢cGes

exatas.
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Probabilidade Condicional e ML

@ O problema fica mais complicado se o evento A representar a seguinte

informacao:
e bidpsia indica benigno,

paciente tem 45 anos de idade,

é homem,

sempre morou em Santa Catarina,

é fumante

e sempre come salames e salsichas defumadas.

@ N3o haverd uma amostra muito grande de pacientes nestas condi¢cGes
exatas.

@ Talvez apenas 2, 1 ou até zero pessoas tenham sido observadas nestas

condicoes.
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Probabilidade Condicional e ML

@ O problema fica mais complicado se o evento A representar a seguinte
informacao:
e bidpsia indica benigno,
paciente tem 45 anos de idade,

o é homem,

e sempre morou em Santa Catarina,

o é fumante

e e sempre come salames e salsichas defumadas.

@ N3o haverd uma amostra muito grande de pacientes nestas condi¢cGes
exatas.

@ Talvez apenas 2, 1 ou até zero pessoas tenham sido observadas nestas
condicoes.

@ Isto impede usar a simples frequéncia ocorrida nestes pouquissimos
casos para aproximar P(B|A).

@ Ferramentas de ML calculam estas probabilidades usando vérios
truques. Elas procuram extrair o maximo de informac3o dos dados.
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Probabilidade Condicional e ML

@ De maneira geral, dadas as caracteristicas representadas por A, como
fica a chance de ocorrer B?
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Probabilidade Condicional e ML

@ De maneira geral, dadas as caracteristicas representadas por A, como
fica a chance de ocorrer B?

@ Dado que os sensores do robd dizem que ocorreu A, qual a chance de
que ele esteja na regidao B?

@ Dado que o usudrio comprou o conjunto A de itens nas Ultimas
visitas, qual a chance dele comprar o item B agora?

@ Dado certo comportamento da acdo nos ultimos 3 anos, qual a
probabilidade de que ela suba 10% ou mais dentro de 30 dias?

@ Dadas certas caracteristicas A de um e-mail, qual a chance dele ser
um spam?
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Probabilidade Condicional e ML

@ De maneira geral, dadas as caracteristicas representadas por A, como
fica a chance de ocorrer B?
@ Dado que os sensores do robd dizem que ocorreu A, qual a chance de
que ele esteja na regidao B?
@ Dado que o usudrio comprou o conjunto A de itens nas Ultimas
visitas, qual a chance dele comprar o item B agora?
@ Dado certo comportamento da acdo nos ultimos 3 anos, qual a
probabilidade de que ela suba 10% ou mais dentro de 30 dias?
@ Dadas certas caracteristicas A de um e-mail, qual a chance dele ser
um spam?
@ Probabilidade condicional é:
e extremamente importante em teoria.
e é mais importante ainda na pratica de andlise de dados.

e pode ser dificil de calcular: é a fonte de quase todos os paradoxos em
probabilidade.
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Probabilidade Condicional

@ Primeira questdo: como passar de P(B) para P(B|A)?
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Probabilidade Condicional

@ Primeira questdo: como passar de P(B) para P(B|A)?

e Qual a relagdo entre P(B) e P(B|A)?

e Podemos ter P(B) = P(B|A)?

@ Veremos que, em alguns casos sim. NESTE CASOS, a ocorréncia de
A ndo afeta as chances da ocorréncia de B.
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Probabilidade Condicional

Primeira questdo: como passar de P(B) para P(B|A)?

Qual a relagdo entre P(B) e P(B|A)?

Podemos ter P(B) = P(B|A)?

Veremos que, em alguns casos sim. NESTE CASOQOS, a ocorréncia de
A ndo afeta as chances da ocorréncia de B.

Muitas vezes, teremos P(B) # P(B|A).
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Probabilidade Condicional

Primeira questdo: como passar de P(B) para P(B|A)?

Qual a relagdo entre P(B) e P(B|A)?

Podemos ter P(B) = P(B|A)?

Veremos que, em alguns casos sim. NESTE CASOQOS, a ocorréncia de
A ndo afeta as chances da ocorréncia de B.

Muitas vezes, teremos P(B) # P(B|A).
Por exemplo, queremos saber quando teremos P(B) < P(B|A).
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Probabilidade Condicional

@ Primeira questdo: como passar de P(B) para P(B|A)?

e Qual a relagdo entre P(B) e P(B|A)?

e Podemos ter P(B) = P(B|A)?

@ Veremos que, em alguns casos sim. NESTE CASOS, a ocorréncia de
A ndo afeta as chances da ocorréncia de B.

Muitas vezes, teremos P(B) # P(B|A).

Por exemplo, queremos saber quando teremos P(B) < P(B|A).

Mais do que isto, queremos uma férmula que nos permita calcular de
maneira exata P(B|A) em qualquer situac3o.
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Probabilidade Condicional

Um caso dbvio

@ Alguns casos sao faceis de calcular pois eles sdo casos extremos.
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Um caso dbvio

@ Alguns casos sao faceis de calcular pois eles sdo casos extremos.

@ Por exemplo, lancar um dado bem equilibrado e anotar a face:
Q=1{1,2,...,6}.
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Probabilidade Condicional

Um caso dbvio

@ Alguns casos sao faceis de calcular pois eles sdo casos extremos.

@ Por exemplo, lancar um dado bem equilibrado e anotar a face:
Q=1{1,2,...,6}.

e Seja B ={4,5,6} com P(B) =3/6.

@ Vamos considerar um evento A C B. Por exemplo, A = {5,6}.
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Q=1{1,2,...,6}.
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Probabilidade Condicional

Um caso dbvio

@ Alguns casos sao faceis de calcular pois eles sdo casos extremos.

@ Por exemplo, lancar um dado bem equilibrado e anotar a face:
Q=1{1,2,...,6}.

e Seja B ={4,5,6} com P(B) =3/6.

@ Vamos considerar um evento A C B. Por exemplo, A = {5,6}.

@ Intuitivamente, o que deveria ser P(B|A)?

@ Qual a probabilidade de que a face seja 4, 5 ou 6 sabendo que saiu 5

ou 67

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 85 / 27



Probabilidade Condicional

Um caso dbvio

@ Alguns casos sao faceis de calcular pois eles sdo casos extremos.

@ Por exemplo, lancar um dado bem equilibrado e anotar a face:
Q=1{1,2,...,6}.

e Seja B ={4,5,6} com P(B) =3/6.

@ Vamos considerar um evento A C B. Por exemplo, A = {5,6}.

@ Intuitivamente, o que deveria ser P(B|A)?

@ Qual a probabilidade de que a face seja 4, 5 ou 6 sabendo que saiu 5

ou 67

@ Ao saber que um evento w € A ocorreu, automaticamente inferimos
que B também ocorreu pois A C B.
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Probabilidade Condicional

Um caso dbvio

@ Alguns casos sao faceis de calcular pois eles sdo casos extremos.
Por exemplo, lancar um dado bem equilibrado e anotar a face:
Q=1{1,2,...,6}.

Seja B = {4,5,6} com P(B) = 3/6.

Vamos considerar um evento A C B. Por exemplo, A= {5,6}.

Intuitivamente, o que deveria ser P(B|A)?

Qual a probabilidade de que a face seja 4, 5 ou 6 sabendo que saiu 5
ou 67

@ Ao saber que um evento w € A ocorreu, automaticamente inferimos
que B também ocorreu pois A C B.

@ Assim, devemos ter P(B|A) =1 > P(B) = 3/6.
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Probabilidade Condicional

Outro caso ébvio

@ Qutro caso dbvio: AN B = (.
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Probabilidade Condicional

Outro caso ébvio

@ Outro caso ébvio: AN B = ().
@ Intuitivamente, o que deveria ser P(B|A)?

@ Se 0 evento que ocorreu estd em A, ele ndo pode estar em B (pois A
e B sdo disjuntos).
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Probabilidade Condicional

Outro caso ébvio

Outro caso ébvio: AN B = ().
Intuitivamente, o que deveria ser P(B|A)?

@ Se 0 evento que ocorreu estd em A, ele ndo pode estar em B (pois A
e B sdo disjuntos).

Ao saber que um evento w € A ocorreu, automaticamente inferimos
que B n3o ocorreu.
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Probabilidade Condicional

Outro caso ébvio

Outro caso ébvio: AN B = ().

Intuitivamente, o que deveria ser P(B|A)?

@ Se 0 evento que ocorreu estd em A, ele ndo pode estar em B (pois A
e B sdo disjuntos).

@ Ao saber que um evento w € A ocorreu, automaticamente inferimos
que B n3o ocorreu.
@ Assim, devemos ter P(B|A) = 0 < P(B).
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Probabilidade Condicional

Outro caso ébvio: um exemplo

e Exemplo do dado com Q = {1,2,...,6}.
@ Seja B o evento FACE PAR.
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Probabilidade Condicional

Outro caso ébvio: um exemplo

e Exemplo do dado com Q = {1,2,...,6}.
@ Seja B o evento FACE PAR.
e Isto é B ={2,4,6} com P(B) = 1.
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Probabilidade Condicional

Outro caso ébvio: um exemplo

Exemplo do dado com Q = {1,2,...,6}.
Seja B o evento FACE PAR.

Isto é, B = {2,4,6} com P(B) = 1.
Seja A= {5}. E claro que AN B = 0.
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Probabilidade Condicional

Outro caso ébvio: um exemplo

Exemplo do dado com Q = {1,2,...,6}.
Seja B o evento FACE PAR.

Isto é, B = {2,4,6} com P(B) = 1.
Seja A= {5}. E claro que AN B = 0.

Intuitivamente, se ocorreu a face 5, qual a chance de ocorrer uma
face par?

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 87 /27



Probabilidade Condicional

Outro caso ébvio: um exemplo

e Exemplo do dado com Q = {1,2,...,6}.

@ Seja B o evento FACE PAR.

e Isto é B ={2,4,6} com P(B) = 1.

o Seja A= {5}. E claro que AN B = 0.

@ Intuitivamente, se ocorreu a face 5, qual a chance de ocorrer uma
face par?

@ Esta chance é zero.
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Probabilidade Condicional

Outro caso ébvio: um exemplo

Exemplo do dado com Q = {1,2,...,6}.
Seja B o evento FACE PAR.

Isto é, B = {2,4,6} com P(B) = 1.
Seja A= {5}. E claro que AN B = 0.

Intuitivamente, se ocorreu a face 5, qual a chance de ocorrer uma
face par?

Esta chance é zero.

Ou vocé apostaria na ocorréncia de B neste caso?
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Probabilidade Condicional

Os outros casos

@ Assim, dois casos intuitivamente ébvios s3o:

e Se AC B entdo P(B|A) = 1.
o Se AN B =0 entio P(B|A) = 0.

@ E o caso geral?
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Probabilidade Condicional

Os outros casos

@ Assim, dois casos intuitivamente ébvios s3o:

e Se AC B entdo P(B|A) = 1.
o Se AN B =0 entio P(B|A) = 0.

@ E o caso geral?
@ Sejam A e B dois eventos com P(A) > 0 e com AN B # ().
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Probabilidade Condicional

Os outros casos

Assim, dois casos intuitivamente ébvios s3o:

e Se AC B entdo P(B|A) = 1.
o Se AN B =0 entio P(B|A) = 0.

E o caso geral?
Sejam A e B dois eventos com P(A) > 0 e com AN B # ().
Como calcular P(B|A)?

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 88 / 27



Probabilidade Condicional

Definicao

@ Sejam A e B dois eventos com P(A) > 0.
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@ Ent3o, por definicdo,
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Probabilidade Condicional

Definicao

@ Sejam A e B dois eventos com P(A) > 0.

@ Ent3o, por definicdo,

P(A|B):W

@ Assim, para calcular a probabilidade de que A ocorreu DADO QUE B
ocorreu:
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Probabilidade Condicional

Definicao

@ Sejam A e B dois eventos com P(A) > 0.

@ Ent3o, por definicdo,

P(A|B):W

@ Assim, para calcular a probabilidade de que A ocorreu DADO QUE B
ocorreu:

o Calcule a probabilidade P(AN B) de que A e B tenham ambos ocorrido
o Aumente esta probabilidade multiplicando-a por 1/P(B), que é maior
que 1.
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Probabilidade Condicional

Exemplo

o Considere o langamento de uma moeda honesta 5 vezes seguidas:

— 32 elementos
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Exemplo

o Considere o langamento de uma moeda honesta 5 vezes seguidas:

— 32 elementos

e Temos P(w) = 1/32, igualmente provaveis.
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Probabilidade Condicional

Exemplo

o Considere o langamento de uma moeda honesta 5 vezes seguidas:

— 32 elementos

e Temos P(w) = 1/32, igualmente provaveis.
@ Seja B={w € Q; 1° elemento é C}
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Probabilidade Condicional

Exemplo

o Considere o langamento de uma moeda honesta 5 vezes seguidas:

— 32 elementos

Temos P(w) = 1/32, igualmente provaveis.
Seja B = {w € Q; 1° elemento ¢é C}
Temos P(B) = 1/2.
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Probabilidade Condicional

Exemplo

o Considere o langamento de uma moeda honesta 5 vezes seguidas:

— 32 elementos

Temos P(w) = 1/32, igualmente provaveis.
Seja B = {w € Q; 1° elemento ¢é C}
Temos P(B) = 1/2. OK?
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Probabilidade Condicional

Exemplo

o Considere o langamento de uma moeda honesta 5 vezes seguidas:

— 32 elementos

Temos P(w) = 1/32, igualmente provaveis.
Seja B = {w € Q; 1° elemento ¢é C}
Temos P(B) = 1/2. OK?

16 elementos em Q2 tem C na 1?2 posicdo. Como s3o igualmente
provéveis, P(B) = 16/32 = 1/2.
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Probabilidade Condicional

Exemplo

o Considere o langamento de uma moeda honesta 5 vezes seguidas:

— 32 elementos

Temos P(w) = 1/32, igualmente provaveis.

Seja B = {w € Q; 1° elemento ¢é C}

Temos P(B) = 1/2. OK?

16 elementos em Q2 tem C na 1?2 posicdo. Como s3o igualmente
provéveis, P(B) = 16/32 = 1/2.

E fornecida a seguinte informacio: ocorreu

A = { Houve apenas uma coroa nos 5 langamentos }.

e 6 o o
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Probabilidade Condicional

Exemplo

o Considere o langamento de uma moeda honesta 5 vezes seguidas:

— 32 elementos

Temos P(w) = 1/32, igualmente provaveis.

Seja B = {w € Q; 1° elemento ¢é C}

Temos P(B) = 1/2. OK?

16 elementos em Q2 tem C na 1?2 posicdo. Como s3o igualmente
provéveis, P(B) = 16/32 = 1/2.

E fornecida a seguinte informacio: ocorreu

A = { Houve apenas uma coroa nos 5 langamentos }.

e Intuitivamente, P(B|A) > P(B) = 1/2.

e 6 o o
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Probabilidade Condicional

Exemplo: usando a definicdo

e Calculando P(B|A) pela definigdo:

_P(ANB) 4/32 4
FEA="5@) ~5m 5
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Probabilidade Condicional

Exemplo: usando a definicdo

e Calculando P(B|A) pela definigdo:

_P(ANB) 4/32 4
FEA="5@) ~5m 5

@ Assim a probabilidade mudou bastante ao sabermos que A ocorreu:

P(B) = 5 ~ B(BIA) = ¢
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Probabilidade Condicional

Exemplo: usando a definicdo

e Calculando P(B|A) pela definigdo:

_P(ANB) 4/32 4
FEA="5@) ~5m 5

@ Assim a probabilidade mudou bastante ao sabermos que A ocorreu:

P(B) = 5 ~ B(BIA) = ¢

@ Saber que ocorreu apenas uma coroa em cinco lancamentos torna
altamente provavel que a 12 posicdo seja cara.

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados
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ML e Condicional

@ Este é um dos grandes objetivos gerais de ML:
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ML e Condicional

@ Este é um dos grandes objetivos gerais de ML:

@ quando tivermos um sistema complexo, envolvendo vérios fatores,
obtemos a um custo baixo algumas informacdes.
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ML e Condicional

Este é um dos grandes objetivos gerais de ML:

quando tivermos um sistema complexo, envolvendo vérios fatores,
obtemos a um custo baixo algumas informacdes.

Estas informacdes s3o representadas por A.

Usamos estas informacades de baixo custo para recalcular as
probabilidades de coisas que ndo sabemos: P(B|A).
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ML e Condicional

@ Este é um dos grandes objetivos gerais de ML:

@ quando tivermos um sistema complexo, envolvendo vérios fatores,
obtemos a um custo baixo algumas informacdes.

@ Estas informacdes sdo representadas por A.

@ Usamos estas informacades de baixo custo para recalcular as
probabilidades de coisas que ndo sabemos: P(B|A).

@ N3o sabemos porque estdo no futuro ou porque sdo caras para
observar ou porque sdo impossiveis ou € anti-ético conhecer, etc.
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ML e Condicional

@ Este é um dos grandes objetivos gerais de ML:

@ quando tivermos um sistema complexo, envolvendo vérios fatores,
obtemos a um custo baixo algumas informacdes.

@ Estas informacdes sdo representadas por A.

@ Usamos estas informacades de baixo custo para recalcular as
probabilidades de coisas que ndo sabemos: P(B|A).

@ N3o sabemos porque estdo no futuro ou porque sdo caras para
observar ou porque sdo impossiveis ou € anti-ético conhecer, etc.

@ Com estas probabilidades recalculadas podemos tomar decisGes.
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Probabilidade Condicional

Intuicdo para a definicao

e Vimos a definicdo P(B|A) = P(AN B)/P(A).
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Intuicdo para a definicao

e Vimos a definicdo P(B|A) = P(AN B)/P(A).
@ Por qué a férmula acima?
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Probabilidade Condicional

Intuicdo para a definicao

e Vimos a definicdo P(B|A) = P(AN B)/P(A).
@ Por qué a férmula acima? Por qué esta definicdo, e ndo outra tal

como
P(AU B) P(ANB)

ou 77
P(A) P(B)
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Probabilidade Condicional

Intuicdo para a definicao

e Vimos a definicdo P(B|A) = P(AN B)/P(A).
@ Por qué a férmula acima? Por qué esta definicdo, e ndo outra tal

como
P(AU B) P(ANB)

ou 77
P(A) P(B)

@ Resposta: para ser consistente com a experiéncia empirica.
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Probabilidade Condicional

Intuicdo para a definicao

e Vimos a definicdo P(B|A) = P(AN B)/P(A).
@ Por qué a férmula acima? Por qué esta definicdo, e ndo outra tal

como
P(AU B) P(ANB)

ou 77
P(A) P(B)

@ Resposta: para ser consistente com a experiéncia empirica.
@ Para ver isto, vamos encontrar P(B|A) de duas formas distintas num
caso simples de simular no computador.
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Probabilidade Condicional

Intuicdo para a definicao

Vimos a definicdo P(B|A) = P(AN B)/P(A).
Por qué a férmula acima? Por qué esta definicdo, e ndo outra tal

como
P(AU B) P(ANB)

ou 77
P(A) P(B)

Resposta: para ser consistente com a experiéncia empirica.

Para ver isto, vamos encontrar P(B|A) de duas formas distintas num
caso simples de simular no computador.

Uma das forma serd através da contagem do evento B dentre aqueles
casos em que A ocorre.

Esta é a forma natural de estimar probabilidades: pela frequéncia
relativa.
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Probabilidade Condicional

Intuicdo para a definicao

Vimos a definicdo P(B|A) = P(AN B)/P(A).
Por qué a férmula acima? Por qué esta definicdo, e ndo outra tal
como
P(AU B) on P(ANB) 2
P(A) P(B)

Resposta: para ser consistente com a experiéncia empirica.

Para ver isto, vamos encontrar P(B|A) de duas formas distintas num
caso simples de simular no computador.

Uma das forma serd através da contagem do evento B dentre aqueles
casos em que A ocorre.

Esta é a forma natural de estimar probabilidades: pela frequéncia
relativa.

A segunda forma sera pela definicdo P(B|A) = P(AN B)/P(A).
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Probabilidade Condicional

Intuicdo para a definicao

Vimos a definicdo P(B|A) = P(AN B)/P(A).
Por qué a férmula acima? Por qué esta definicdo, e ndo outra tal
como
P(AU B) on P(ANB) 2
P(A) P(B)

Resposta: para ser consistente com a experiéncia empirica.

Para ver isto, vamos encontrar P(B|A) de duas formas distintas num
caso simples de simular no computador.

Uma das forma serd através da contagem do evento B dentre aqueles
casos em que A ocorre.

Esta é a forma natural de estimar probabilidades: pela frequéncia
relativa.

A segunda forma sera pela definicdo P(B|A) = P(AN B)/P(A).
Veremos que as duas coincidem e portanto que a definicdo é o que
tem de ser.
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Probabilidade Condicional

Intuicdo para a definicao

@ Role um dado duas vezes

Q={(1,1),(1,2),...,(6,6)}
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Probabilidade Condicional

Intuicdo para a definicao

@ Role um dado duas vezes

Q={(1,1),(1,2),...,(6,6)} Pw)=—

@ Seja B =[1° dado é um 6]
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Probabilidade Condicional

Intuicdo para a definicao

@ Role um dado duas vezes

Q={(1,1),(1,2),...,(6,6)} Pw)=—

@ Seja B =[1° dado é um 6]
e B={(6,1),(6,2),(6,3),(6,4),(6,5),(6,6)} e P(B) =6/36 = 1/6.
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Probabilidade Condicional

Intuicdo para a definicao

@ Role um dado duas vezes

Q={(1,1),(1,2),...,(6,6)} Pw)=—

@ Seja B =[1° dado é um 6]
e B={(6,1),(6,2),(6,3),(6,4),(6,5),(6,6)} e P(B) =6/36 = 1/6.

@ Seja A= [ Soma das faces é maior que 8 |
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Probabilidade Condicional

Intuicdo para a definicao

@ Role um dado duas vezes

Q={(1,1),(1,2),...,(6,6)} Pw)=—

Seja B = [1° dado é um 6]
B ={(6,1),(6,2),(6,3),(6,4),(6,5),(6,6)} e P(B) =6/36 = 1/6.
Seja A =[ Soma das faces é maior que 8 |

A={(3,6).(4,5),(4,6),(5,4),(5,5),(5,6),(6,3),(6,4),(6,5),(6,6)}
e P(A) = 10/36 = 0.28.

Renato Assun¢3o, DCC, UFMG Estatistica para Ciéncia dos Dados 94 / 27



Probabilidade Condicional

Intuicdo para a definicao

@ Role um dado duas vezes

Q={(1,1),(1,2),...,(6,6)} Pw)=—

Seja B = [1° dado é um 6]
B ={(6,1),(6,2),(6,3),(6,4),(6,5),(6,6)} e P(B) =6/36 = 1/6.
Seja A =[ Soma das faces é maior que 8 |

A= {(37 6)7 (47 5)a (47 6)7 (5a 4)7 (57 5)7 (57 6), (67 3)7 (67 4)7 (63 5): (67 6)}
e P(A) =10/36 = 0.28.

Quanto é P(B|A)? Devemos esperar que seja maior ou menor que
P(B)?

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 94 / 27



Probabilidade Condicional

Intuicdo para a definicao

@ B : primeiro dado é um 6. A : soma das faces é maior que 8.

@ A soma das faces varia de 2 a 12.
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Probabilidade Condicional

Intuicdo para a definicao

@ B : primeiro dado é um 6. A : soma das faces é maior que 8.
@ A soma das faces varia de 2 a 12.

@ Ser > 8 quer dizer que é um valor alto e que podemos esperar que as
duas faces sejam pelo menos moderadas.
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Probabilidade Condicional

Intuicdo para a definicao

B : primeiro dado é um 6. A : soma das faces é maior que 8.

A soma das faces varia de 2 a 12.

Ser > 8 quer dizer que é um valor alto e que podemos esperar que as
duas faces sejam pelo menos moderadas.

De fato, usando a férmula,

P(BNA)  4/36
P(A) ~ 10/36

P(B|A) = ~0.4>1/6=0.17 = P(B)
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Probabilidade Condicional

Intuicdo para a definicao

B : primeiro dado é um 6. A : soma das faces é maior que 8.

A soma das faces varia de 2 a 12.

Ser > 8 quer dizer que é um valor alto e que podemos esperar que as
duas faces sejam pelo menos moderadas.

De fato, usando a férmula,

P(BNA)  4/36
P(A) ~ 10/36

P(B|A) = ~0.4>1/6=0.17 = P(B)

Vamos calcular P(B|A) simulando os dados num computador.
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Probabilidade Condicional

Intuicdo para a definicao

B : primeiro dado é um 6. A : soma das faces é maior que 8.

A soma das faces varia de 2 a 12.

Ser > 8 quer dizer que é um valor alto e que podemos esperar que as
duas faces sejam pelo menos moderadas.

De fato, usando a férmula,

P(BNA)  4/36
P(A) ~ 10/36

P(B|A) = ~0.4>1/6=0.17 = P(B)

Vamos calcular P(B|A) simulando os dados num computador.

Replique os lancamentos duplos um grande niimero N de vezes (por
exemplo, N = 100 mil)

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 95 / 27



Probabilidade Condicional

Intuicdo para a definicao

@ B : primeiro dado é um 6. A : soma das faces é maior que 8.

Repeticdo | 1 |2 |3 |4 |5|6|7|8|9]10
Dado 1 215512 |6|4]|]2|1|6]|6
Dado 2 1/5|1|13|1|5(3[6|4]| 3

Bocorreu? | N N|N|N|JY NIN|N|Y Y

Aocorreu? [ N|Y|N|N|{N|Y|N|IN|Y|Y

Tabela: Lancamentos duplos de dados
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Probabilidade Condicional

Intuicdo para a definicao

@ B : primeiro dado é um 6. A : soma das faces é maior que 8.

Repeticdo | 1 |2 |3 |4 |5|6|7|8|9]10
Dado 1 215512 |6|4]|]2|1|6]|6
Dado 2 1/5|1|13|1|5(3[6|4]| 3

Bocorreu? | N N|N|N|JY NIN|N|Y Y

Aocorreu? [ N|Y|N|N|{N|Y|N|IN|Y|Y

Tabela: Lancamentos duplos de dados

o Considere apenas as vezes em que A ocorreu: 13886 vezes
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Probabilidade Condicional

Intuicdo para a definicao

@ B : primeiro dado é um 6.

A : soma das faces é maior que 8.

Repeticao | 1 31415 9|10
Dado 1 2 51216 6| 6
Dado 2 1 11311 413

B ocorreu? | N N|NJ|Y Y|Y

A ocorreu? | N N|N|N Y|Y

Tabela: Lancamentos duplos de dados

o Considere apenas as vezes em que A ocorreu: 13886 vezes

@ Dentre estas 13886 ocorréncias, verifique quantas vezes o evento B

ocorreu: 5623 vezes
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Probabilidade Condicional

Intuicdo para a definicao

@ B : primeiro dado é um 6.

A : soma das faces é maior que 8.

Repeticao | 1 31415 9|10
Dado 1 2 51216 6| 6
Dado 2 1 11311 413

B ocorreu? | N N|NJ|Y Y|Y

A ocorreu? | N N|N|N Y|Y

Tabela: Lancamentos duplos de dados

o Considere apenas as vezes em que A ocorreu: 13886 vezes

@ Dentre estas 13886 ocorréncias, verifique quantas vezes o evento B

ocorreu: 5623 vezes

o E natural esperarmos P(B|A) ~ 5623,/13886 = 0.405. Por qué?

Renato Assun¢do, DCC, UFMG

Estatistica para Ciéncia dos Dados
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Probabilidade Condicional

Intuicdo para a definicao

o Repetindo: P(B|A) ~ 2223 = 0.405. Por qué?
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Probabilidade Condicional

Intuicdo para a definicao

o Repetindo: P(B|A) ~ 2223 = 0.405. Por qué?

@ Considerando apenas as 13886 vezes em que A ocorreu, verificamos
qual a proporcdo de vezes que ocorreu B.
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Probabilidade Condicional

Intuicdo para a definicao

L. ~ 5623 _ A
@ Repetindo: P(B|A) ~ 13555 = 0.405. Por qué?
@ Considerando apenas as 13886 vezes em que A ocorreu, verificamos
qual a proporcdo de vezes que ocorreu B.

@ Esta é a maneira de estimar empiricamente, apenas com dados, o
valor de P(B|A).
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Intuicdo para a definicao

o Repetindo: P(B|A) ~ 2223 = 0.405. Por qué?

@ Considerando apenas as 13886 vezes em que A ocorreu, verificamos
qual a proporcdo de vezes que ocorreu B.

@ Esta é a maneira de estimar empiricamente, apenas com dados, o
valor de P(B|A).

o Pela frequéncia relativa da ocorréncia do evento B DADO QUE O
EVENTO A ocorreu.
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Probabilidade Condicional

Intuicdo para a definicao

o Repetindo: P(B|A) ~ 2223 = 0.405. Por qué?

@ Considerando apenas as 13886 vezes em que A ocorreu, verificamos
qual a proporcdo de vezes que ocorreu B.

@ Esta é a maneira de estimar empiricamente, apenas com dados, o
valor de P(B|A).

o Pela frequéncia relativa da ocorréncia do evento B DADO QUE O
EVENTO A ocorreu.

@ Vamos agora estimar P(B|A) de outra forma: considerando o
numerador e o denominador da definic3o.

P(B|A) = P(AN B)/P(A).
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Probabilidade Condicional

Intuicdo para a definicao

n° de vezes que A ocorreu

@ Sabemos que P(A) ~ N
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Probabilidade Condicional

Intuicdo para a definicao

@ Sabemos que P(A) ~ n° de vezes c/lvue A ocorreu
13886
= P(A) = N ou 13886 ~ N P(A)
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Probabilidade Condicional

Intuicdo para a definicao

@ Sabemos que P(A) ~ n° de vezes c/lvue A ocorreu
13886
= P(A) = N ou 13886 ~ N P(A)

@ Do mesmo modo, pela interpretacao de probabilidade como
frequéncia em longas repeticoes,

n° de vezes em que A e B ocorrem

P(AN B) ~ o
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Probabilidade Condicional

Intuicdo para a definicao

@ Sabemos que P(A) ~ n° de vezes (Ilvue A ocorreu
13886
= P(A) = N ou 13886 ~ N P(A)

@ Do mesmo modo, pela interpretacao de probabilidade como
frequéncia em longas repeticoes,

n° de vezes em que A e B ocorrem

P(AN B) ~ o

@ Mas A e B ocorrem 5623 vezes em N
(Separamos os 13886 casos em que A ocorreu e depois contamos os
B dentro destes 13886 casos)
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Probabilidade Condicional

Intuicdo para a definicao

@ Sabemos que P(A) ~ n° de vezes (Ilvue A ocorreu
13886
= P(A) = N ou 13886 ~ N P(A)

@ Do mesmo modo, pela interpretacao de probabilidade como
frequéncia em longas repeticoes,

n° de vezes em que A e B ocorrem

N

P(AN B) ~

@ Mas A e B ocorrem 5623 vezes em N
(Separamos os 13886 casos em que A ocorreu e depois contamos os
B dentro destes 13886 casos)

e Entdo P(AN B) ~ 262 = N P(AN B) ~ 5623
Estatistica para Ciéncia dos Dados 98 / 27



Probabilidade Condicional

Intuicdo para a definicao

@ Desse modo,

5623 _NP(ANB) P(ANB)

P(B|A) ~ ~
(B|A) 13886 N P(A)

Renato Assun¢3o, DCC, UFMG Estatistica para Ciéncia dos Dados
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Probabilidade Condicional

Intuicdo para a definicao

@ Desse modo,

5623 _NP(ANB) P(ANB)
13886 N P(A)  P(A)

P(B|A) ~

@ Nossa conclusdo é que:
se quisermos manter intacta nossa idéia de que a probabilidade de um

evento é aproximadamente igual a sua frequéncia relativa numa longa
série de repeticoes independentes,
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Probabilidade Condicional

Intuicdo para a definicao

@ Desse modo,

5623 _NP(ANB) P(ANB)

P(BIA)~ 3886 ~ N P(A) ~  P(A)

@ Nossa conclusdo é que:
se quisermos manter intacta nossa idéia de que a probabilidade de um
evento é aproximadamente igual a sua frequéncia relativa numa longa
série de repeticoes independentes,

@ entdo a definicdo da probabilidade condicional P(B|A) TEM DE SER
P(AN B)/P(A).
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Probabilidade Condicional

Intuicdo para a definicao

@ Desse modo,

5623 _NP(ANB) P(ANB)

P(BIA)~ 3886 ~ N P(A) ~  P(A)

@ Nossa conclusdo é que:
se quisermos manter intacta nossa idéia de que a probabilidade de um
evento é aproximadamente igual a sua frequéncia relativa numa longa
série de repeticoes independentes,

@ entdo a definicdo da probabilidade condicional P(B|A) TEM DE SER
P(AN B)/P(A).

@ Nenhuma outra definicdo vai gerar resultados consistentes com os
experimentos que fizemos.
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Probabilidade Condicional

Diagrama de Venn

@ E comum representar eventos em diagramas de conjuntos de Venn.

Renato Assun¢do, DCC, UFMG
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Probabilidade Condicional

Diagrama de Venn

@ E comum representar eventos em diagramas de conjuntos de Venn.

()

Q

@ 2 é o retdngulo maior envolvente. Os eventos s3o figuras com
tamanhos proporcionais a sua probabilidade.
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Probabilidade Condicional

Diagrama de Venn

@ E comum representar eventos em diagramas de conjuntos de Venn.

@ 2 é o retdngulo maior envolvente. Os eventos s3o figuras com
tamanhos proporcionais a sua probabilidade.

()

Q

@ Qual o valor aproximado de P(A)? USAR CORES NOS EVENTOS

P(A) =~ 0.907
o P(A)=1/47
o P(A)~1/87
e P(A) ~ 0.017

Renato Assun¢do, DCC, UFMG
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Probabilidade Condicional

Diagrama de Venn

@ E comum representar eventos em diagramas de conjuntos de Venn.

@ 2 é o retdngulo maior envolvente. Os eventos s3o figuras com
tamanhos proporcionais a sua probabilidade.

()

Q

@ Qual o valor aproximado de P(A)? USAR CORES NOS EVENTOS

P(A) ~ 0.907
P(A) ~ 1/47
P(A) =~ 1/8?
P(A) ~ 0.01?

e Com as mesmas opgdes, qual o valor aproximado de P(B)?

Renato Assun¢do, DCC, UFMG

Estatistica para Ciéncia dos Dados
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Probabilidade Condicional

Probabilidade condicional no diagrama de Venn

@ Como enxergar a definigdo P(B|A) = P(AN B)/P(A) neste diagrama?
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Probabilidade Condicional

Probabilidade condicional no diagrama de Venn

@ Como enxergar a definigdo P(B|A) = P(AN B)/P(A) neste diagrama?
e P(BJA) é o tamanho de AN B relativamente ao tamanho de A.

. Q
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Probabilidade Condicional

Probabilidade condicional no diagrama de Venn

@ Como enxergar a definigdo P(B|A) = P(AN B)/P(A) neste diagrama?
e P(BJA) é o tamanho de AN B relativamente ao tamanho de A.

. Q

@ Qual o valor aproximado de P(B|A)?
P(B|A) ~ 0.85?
P(B|A) ~ 1/3?
P(B|A) ~ 1/8?
P(B|A) ~ 0.05?
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Probabilidade Condicional

Probabilidade condicional no diagrama de Venn

@ Como enxergar a definigdo P(B|A) = P(AN B)/P(A) neste diagrama?
e P(BJA) é o tamanho de AN B relativamente ao tamanho de A.

. Q

@ Qual o valor aproximado de P(B|A)?
o P(B|A) ~ 0.85?
o P(B|A) ~1/3?
o P(B|A) ~1/87
o P(B|A) ~ 0.057?
e Temos IP(B|A) bem maior que P(B) ~ 1/3.
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Probabilidade Condicional

Probabilidade condicional no diagrama de Venn

o P(B|A) =P(AN B)/P(A) é o tamanho de AN B relativamente ao
tamanho de A.
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Probabilidade Condicional

Probabilidade condicional no diagrama de Venn

o P(B|A) =P(AN B)/P(A) é o tamanho de AN B relativamente ao
tamanho de A.

@ Qual o valor aproximado de P(B|A)?
P(B|A) ~ 0.857
P(B|A) ~ 1/37?
P(B|A) ~ 1/87
P(B|A) ~ 0.057
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Probabilidade Condicional

Probabilidade condicional no diagrama de Venn

o P(B|A) =P(AN B)/P(A) é o tamanho de AN B relativamente ao
tamanho de A.

@ Qual o valor aproximado de P(B|A)?
o P(B|A) ~ 0.85?
o P(B|A) ~ 1/37
o P(B|A) ~ 1/87
o P(B|A) ~ 0.05?

e Temos P(B|A) bem menor que P(B) ~ 1/3.
Estatistica para Ciéncia dos Dados 102 / 27



Probabilidade Condicional

Probabilidade condicional no diagrama de Venn

e Em todos os casos abaixo temos P(B) ~ 1/5.
e Obtenha P(B|A) aproximadamente em cada caso:

9 )

e Diagrama (1,1) tem P(B|A) ~ ...
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Probabilidade Condicional

Probabilidade condicional no diagrama de Venn

e Em todos os casos abaixo temos P(B) ~ 1/5.
e Obtenha P(B|A) aproximadamente em cada caso:

9 )

e Diagrama (1,1) tem P(B|A) ~ ...0.40.
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Probabilidade Condicional

Probabilidade condicional no diagrama de Venn

e Em todos os casos abaixo temos P(B) ~ 1/5.
e Obtenha P(B|A) aproximadamente em cada caso:

9

9

A .l

Qa

e Diagrama (1,1) tem P(B|A) ~ ...0.40.

o (1,2) : P(B|A)...
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Probabilidade Condicional

Probabilidade condicional no diagrama de Venn

e Em todos os casos abaixo temos P(B) ~ 1/5.
e Obtenha P(B|A) aproximadamente em cada caso:

9

9

A .l

Qa

e Diagrama (1,1) tem P
e (1,2): P(BJA)... =0

Renato Assun¢do, DCC, UFMG
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Probabilidade Condicional

Probabilidade condicional no diagrama de Venn

e Em todos os casos abaixo temos P(B) ~ 1/5.
e Obtenha P(B|A) aproximadamente em cada caso:

9

9

A .l

Qa

e Diagrama (1,1) tem P
e (1,2): P(BJA)... =0

Renato Assun¢do, DCC, UFMG

(BJA) =~ ...0.40.

(1,3) : P(BJA)...
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Probabilidade Condicional

Probabilidade condicional no diagrama de Venn

e Em todos os casos abaixo temos P(B) ~ 1/5.
e Obtenha P(B|A) aproximadamente em cada caso:

9 )

e Diagrama (1,1) tem P(B|A) ~ ...0.40.
o (1,2):P(BJA)... =0  (1,3):P(B|A)... =1.0.
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Probabilidade Condicional

Probabilidade condicional no diagrama de Venn
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P(B|A) e P(B)

@ Se A C B entdo P(B|A) = 1. A informagdo de que A ocorreu torna
certa a ocorréncia de um resultado w € B.
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P(B|A) e P(B)

@ Se A C B entdo P(B|A) = 1. A informagdo de que A ocorreu torna
certa a ocorréncia de um resultado w € B.

e Se AN B = () entdo P(B|A) = 0. A informag3o de que A ocorreu
torna impossivel a ocorréncia de qualquer w € B

o Estas sdo situacbes extremas: saber que A ocorreu leva a um
conhecimento sem incerteza sobre a ocorréncia de B.

@ Na maioria das vezes, saber que A ocorreu n3o vai eliminar a
incerteza sobre a ocorrencia de B. Teremos 0 < P(B|A) < 1

P(B)

o 1

| ° |
I e I

P(B[A)
e Podemos ter P(B|A) > P(B) ou P(B|A) < P(B).
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Eventos independentes

@ Ha um outro caso importante:
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Independéncia

Eventos independentes

H4 um outro caso importante:

quando saber que A ocorreu ndo tem qualquer influéncia na incerteza
sobre a ocorréncia de B.

Isto é, existem casos em que P(B|A) = P(B)

Dizemos que A e B sdo eventos independentes.
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Eventos independentes

@ Independéncia se, e somente se, P(AN B) = P(A) P(B) pois

P(ANB
bal = P(BIAY = P(B)
— \
Definicdo de Se forem
Probabilidade independentes
Condicional
l
!

P(ANB) = P(A)*x P(B)
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@ Independéncia pode surgir de duas formas distintas.
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@ A outra forma é quando verificamos matematicamente que
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Como surge independéncia?

@ Independéncia pode surgir de duas formas distintas.
@ Ela pode surgir porque nds supomos que o eventos sdo independentes.

@ Por exemplo, pensando sobre o mecanismo fisico envolvido, supomos
que lancamentos sucessivos de uma moeda s3o independentes: a
moeda n3o tem memdria do que aconteceu.

@ Assim P( Cara no 20. | Cara no lo. ) = P( Cara no 20. ) =1/2
@ A outra forma é quando verificamos matematicamente que
P(AN B) =P(A) P(B) ou que P(B|A) = P(B).
@ As vezes, ndo podemos intuir facilmente que A e B sao
independentes.

o Nestes casos, calculamos P(B|A) e P(B) e, voila: se as probabilidades
forem iguais, os eventos s3o independentes.
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Independéncia

Exemplos

@ Alguns exemplos 6bvios de independéncia: em repeticoes de certos
experimentos.
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Independéncia

Exemplos

@ Alguns exemplos 6bvios de independéncia: em repeticoes de certos
experimentos.

@ Rolar um dado duas vezes e anotar o resultado

@ Eventos relacionados apenas ao primeiro lancamento devem ser
independentes de eventos relacionados apenas ao segundo langamento
do dado.

@ Isto é intuitivo a partir de nossa experiéncia com este tipo de situacdo.

@ As probabilidades devem se manter as mesmas: rolar um dado ndo o
modifica fisicamente a ponto de afetar as probabilidades das 6 faces.

@ Além disso, o dado n3o tem memdria do que saiu antes de forma que
um langamento n3o afeta o seguinte.

@ Mas podemos verificar matematicamente esta intuicdo checando a
validade da condi¢do P(AN B) = P(A) P(B).
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Independéncia

Exemplos

o O ={(1,1),...,(6,6)} com P(w) = 1/36.
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e B=1{(1,3),...,(6,3),(1,6),...,(6,6)}.

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 109 / 27



Independéncia

Exemplos

Q={(1,1),...,(6,6)} com P(w) = 1/36.

A: primeira rolagem ¢é par.
A=1{(2,1),...,(2,6),(4,1),...,(4,6),(6,1),...,(6,6)}
P(A) =18/36 = 1/2.

B: segunda rolagem ¢é divisivel por 3.

B =1{(1,3),...,(6,3),(1,6),...,(6,6)}.

P(B) =12/36 = 1/3.

Renato Assun¢3o, DCC, UFMG Estatistica para Ciéncia dos Dados 109 / 27



Exemplos

Q={(1,1),...,(6,6)} com P(w) = 1/36.

A: primeira rolagem ¢é par.
A=1{(2,1),...,(2,6),(4,1),...,(4,6),(6,1),...,(6,6)}
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Independéncia

Exemplos

Q={(1,1),...,(6,6)} com P(w) = 1/36.

A: primeira rolagem é par.
A=1{(2,1),...,(2,6),(4,1),...,(4,6),(6,1),...,(6,6)}
P(A) =18/36 = 1/2.

B: segunda rolagem ¢é divisivel por 3.

B =1{(1,3),...,(6,3),(1,6),...,(6,6)}.

P(B) =12/36 = 1/3.

AN B =1{(2,3),(4,3),(6,3),(2,6),(4,6),(6,6)}

Como esperado, A e B s3o independnetes:

P(AN B) = 6/36 = 1/6 = P(A) P(B)
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Independéncia

Exemplo menos ébvio

@ Rola-se um dado bem equilibrado uma tnica vez.
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Independéncia

Exemplo menos ébvio

@ Rola-se um dado bem equilibrado uma tnica vez.

o Seja A={2,4,6} e B=1{1,2,3,4}.
e P(A)=1/2eP(B) =2/3.

e ANB ={2,4}

e P(ANB)=1/3.

e Como

P(AN B) = % _ %g — P(A) B(B),

@ Os eventos A e B sio independentes. E muito dificil alguém
conseguir enxergar isto intuitivamente.
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Independéncia

Independéncia no diagrama de Venn

@ Se A e B sdo eventos disjuntos num diagrama de Venn, eles ndo sio
independentes.
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o Se sdo disjuntos entdo AN B = () e portanto P(AN B) = 0.
o Se P(A) e P(B) sdo > 0 entdo 0 = P(AN B) # P(A) P(B).
@ Se AC B entdo P(AN B) =P(A) # P(A) P(B) e portanto Ae B
ndo sdo independentes.
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Independéncia

Independéncia no diagrama de Venn

@ Se A e B sdo eventos disjuntos num diagrama de Venn, eles ndo sio
independentes.

o Se sdo disjuntos entdo AN B = () e portanto P(AN B) = 0.
o Se P(A) e P(B) sdo > 0 entdo 0 = P(AN B) # P(A) P(B).
@ Se AC B entdo P(AN B) =P(A) # P(A) P(B) e portanto Ae B
ndo sdo independentes.

@ Exceto nestes dois casos, é dificil verificar visualmente se A e B s3o
independentes num diagrama de Venn.

@ Teriamos de ser capazes de ver que o tamanho de AN B relativamente
a Q é igual ao produto das propor¢des dos tamanhos de A e de B
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Independéncia

Independéncia no diagrama de Venn

@ Se A e B sdo eventos disjuntos num diagrama de Venn, eles ndo sio
independentes.

o Se sdo disjuntos entdo AN B = () e portanto P(AN B) = 0.
o Se P(A) e P(B) sdo > 0 entdo 0 = P(AN B) # P(A) P(B).
@ Se AC B entdo P(AN B) =P(A) # P(A) P(B) e portanto Ae B
ndo sdo independentes.

@ Exceto nestes dois casos, é dificil verificar visualmente se A e B s3o
independentes num diagrama de Venn.

@ Teriamos de ser capazes de ver que o tamanho de AN B relativamente
a Q é igual ao produto das propor¢des dos tamanhos de A e de B

@ Mas...se P(B|A) for muito diferente de P(B) poderemos dizer com
seguran¢a que A e B n3o s3o independentes.
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@ Por exemplo, sem fazer nenhuma conta podemos dizer que A e B n3o
sao independentes neste caso:

Qa
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@ Visualmente é ébvio que P(B) ~ 1/3 mas que P(B|A) ~ 1.
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e Visualmente é ébvio que P(B) ~ 1/3 mas que P(B|A) =~ 1.
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Independéncia

Independéncia no diagrama de Venn

@ Por exemplo, sem fazer nenhuma conta podemos dizer que A e B n3o
sao independentes neste caso:

Qa

e Visualmente é ébvio que P(B) ~ 1/3 mas que P(B|A) =~ 1.
@ Portanto, a ocorréncia de A aumenta as chances da ocorréncia de B.

@ Explicagdo: A é um evento raro pois P(A) =~ 0. Entretanto, a maior
parte de A estd em B. Se o raro evento A ocorrer, é altamente
provavel que seja um dos w € AN B.
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Independéncia

P(A|B) e P(B|A)

o P(A|B) e P(B|A) podem ser completamente diferentes.

Qa
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e P(B|A) ~ 1 mas P(A|B) ~ 1/25.
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Independéncia

P(A|B) e P(B|A)

o P(A|B) e P(B|A) podem ser completamente diferentes.

Qa

e P(B|A) ~ 1 mas P(A|B) ~ 1/25.
e P( ser Dracula | ndo dorme a noite ) ~ 0

e P( ndo dorme a noite | ser Dracula ) ~ 1
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Regra de Bayes

e Existe uma relagdo matematica muito simples entre P(A|B) e P(B|A).

P(B|A) = W — P(AN B) = P(B|A) P(A)
P(A|B) = P%‘(;)B) — P(AN B) = P(A|B) P(B)
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Regra de Bayes

e Existe uma relagdo matematica muito simples entre P(A|B) e P(B|A).

P(B|A) = W — P(AN B) = P(B|A) P(A)
P(A|B) = P%‘(;)B) — P(AN B) = P(A|B) P(B)

@ lgualando as duas expressdes para P(AN B) temos

P(B|A) P(A) = P(A|B) P(B)

@ Ou ainda
P(A[B) P(B)
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Regra de Bayes

@ O principal uso da regra de Bayes é quando temos uma das
probabilidades condicionais, digamos P(A|B), e queremos calcular a
inversa: P(BJA).

P(A[B) P(B)

P(BIA) = =54
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Regra de Bayes

@ O principal uso da regra de Bayes é quando temos uma das
probabilidades condicionais, digamos P(A|B), e queremos calcular a
inversa: P(BJA).

P(A[B) P(B)
P(BIA) = ——~———
(BIA) = "5

@ Para isto precisamos também das probabilidades nao-condicionais
P(A) e P(B).
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Regra de Bayes

Teste diagndstico

@ A populagdo brasileira deve ser rastreada com um teste para deteccao
do virus HIV?
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@ A populagdo brasileira deve ser rastreada com um teste para deteccao
do virus HIV?

o Acredita-se que 0.1% sdo HIV+ == 200 mil dentre 200 milh&es.

@ Teste diagndstico para testar a presenca do virus: n3o é perfeito.
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Regra de Bayes

Teste diagndstico

do virus HIV?

Tabela de confus3o:

Acredita-se que 0.1% s3o HIV+ =~ 200 mil dentre 200 milhdes.
Teste diagndstico para testar a presenca do virus: n3o é perfeito.

Resultado do Teste

Virus? | T+ T—
V4 ok erro
V— erro ok

Renato Assun¢do, DCC, UFMG

Estatistica para Ciéncia dos Dados

A populagdo brasileira deve ser rastreada com um teste para deteccao
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o Acredita-se que 0.1% sdo HIV+ == 200 mil dentre 200 milh&es.
@ Teste diagndstico para testar a presenca do virus: n3o é perfeito.
@ Tabela de confusio:

A populagdo brasileira deve ser rastreada com um teste para deteccao

Resultado do Teste
Virus? || T+ T—
V+ ok erro
V— erro ok

@ Um paciente recebe o resultados T-+. A questdo é: ele é V+ ou

aconteceu um erro?
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Regra de Bayes

Teste diagndstico

A populacdo brasileira deve ser rastreada com um teste para deteccao
do virus HIV?

Acredita-se que 0.1% s3o HIV+ =~ 200 mil dentre 200 milhdes.
Teste diagndstico para testar a presenca do virus: n3o é perfeito.
Tabela de confus3o:

Resultado do Teste
Virus? || T+ T—
V+ ok erro
V— erro ok

@ Um paciente recebe o resultados T-+. A questdo é: ele é V+ ou
aconteceu um erro?
@ O principal problema médico ¢ calcular P(V + |T+).
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Regra de Bayes

Teste diagndstico

o

do virus HIV?
@ Acredita-se que 0.1% sdo HIV+ == 200 mil dentre 200 milhdes.
@ Teste diagndstico para testar a presenca do virus: n3o é perfeito.
@ Tabela de confusio:

Resultado do Teste
Virus? || T+ T—
V+ ok erro
V— erro ok

A populagdo brasileira deve ser rastreada com um teste para deteccao

@ Um paciente recebe o resultados T-+. A questdo é: ele é V+ ou
aconteceu um erro?

@ O principal problema médico ¢ calcular P(V + |T+).

@ Como obter isto? Pela regra de Bayes pois temos P(T + |V +)
Estatistica para Ciéncia dos Dados
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Regra de Bayes

Sensitividade e Especificidade

@ Aplica-se o teste diagndstico em dois grandes grupos de individuos:
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e um em que sabidamente todos possuem o virus HIV
e outro em que que sabidamente eles ndo possuem o virus HIV

@ A probabilidade de qualquer evento A ocorrera no primeiro grupo serd
P(AlV+).
@ No segundo grupo serd P(A|V-).
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Regra de Bayes

Sensitividade e Especificidade

Aplica-se o teste diagnéstico em dois grandes grupos de individuos:

e um em que sabidamente todos possuem o virus HIV
e outro em que que sabidamente eles ndo possuem o virus HIV

A probabilidade de qualquer evento A ocorrera no primeiro grupo serd
P(AlV+).
No segundo grupo serd P(A|V—).

Com base na frequéncia daqueles que respondem T+ em cada grupo
o laboratério que produz o teste estima:

Sensitividade] : B(T -+ |V+) ~ 0.99%
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Regra de Bayes

Sensitividade e Especificidade

@ Aplica-se o teste diagndstico em dois grandes grupos de individuos:

e um em que sabidamente todos possuem o virus HIV
e outro em que que sabidamente eles ndo possuem o virus HIV

@ A probabilidade de qualquer evento A ocorrera no primeiro grupo serd
P(AlV+).

@ No segundo grupo serd P(A|V-).

@ Com base na frequéncia daqueles que respondem T+ em cada grupo
o laboratério que produz o teste estima:

o P(T + V) ~ 0.99%
e | Especificidade | : P(T — |V—) =~ 0.95%
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Regra de Bayes

Sensitividade e Especificidade

@ Repetindo:

o B(T + V) ~ 0.99%
o | Especificidade | : P(T — |V—) ~ 0.95%

@ Quanto maior, melhor. Idealmente, gostariamos que fossem iguais a
1. Mas na prética, testes de diagndsticos podem cometer erros.
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Regra de Bayes

Sensitividade e Especificidade

Repetindo:

: P(T +|V+) ~ 0.99%
Especificidade | : P(T — |V—) =~ 0.95%

Quanto maior, melhor. Idealmente, gostariamos que fossem iguais a
1. Mas na prética, testes de diagndsticos podem cometer erros.

@ Motivo para os nomes:
o O teste é sensivel a presenca do virus: se o virus estiver presente, o
teste é 47
o O teste é especifico para o virus HIV: se o paciente tiver qualquer outra
coisa que n3o seja o virus, o teste n3o deveria dar positivo.
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Regra de Bayes

Falso positivo e falso negativo

o P(T + |V+) = 0.99 (sensibilidade) e P(T — |V—) = 0.95
(especificidade)
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Falso positivo e falso negativo

o P(T +|V+) =0.99 (sensibilidade) e P(T — |V—) = 0.95
(especificidade)
@ As probabilidades complementares est3o associadas a erros de
diagndstico e os médicos usam dois termos para eles:
e Falso positivo (FP): T+ para um paciente que é V—
o Falso negativo (FN): T— para um paciente que é V+

@ As probabilidades de FP e FN s3o obtidas diretamente da
sensibilidade e especificidade.
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Regra de Bayes

Falso positivo e falso negativo

o P(T + |V+) =0.99 (sensibilidade) e P(T — |[V—) = 0.95
(especificidade)
@ As probabilidades complementares est3o associadas a erros de
diagndstico e os médicos usam dois termos para eles:
e Falso positivo (FP): T+ para um paciente que é V—
o Falso negativo (FN): T— para um paciente que é V+
@ As probabilidades de FP e FN s3o obtidas diretamente da
sensibilidade e especificidade.

e P(FP) =P(T +|V—)=0.05=1—0.95 = 1 — especificidade
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Regra de Bayes

Falso positivo e falso negativo

o P(T + |V+) =0.99 (sensibilidade) e P(T — |[V—) = 0.95
(especificidade)
@ As probabilidades complementares est3o associadas a erros de
diagndstico e os médicos usam dois termos para eles:
e Falso positivo (FP): T+ para um paciente que é V—
o Falso negativo (FN): T— para um paciente que é V+
@ As probabilidades de FP e FN s3o obtidas diretamente da
sensibilidade e especificidade.
e P(FP)=P(T +|V—) =0.05=1—0.95 = 1 — especificidade
e P(FN)=P(T —|V+)=0.01 =1—0.99 = 1 — sensibilidade

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados
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Regra de Bayes

Falso positivo e falso negativo

@ A partir das frequéncias na tabela de confusdo, podemos estimar

essas probabilidades:

Resultado do Teste

Virus? T+ T— Total
V+ sens
P(T 4+ |V+) 1.0
V- esp
P(T —|V-) 1.0

Renato Assun¢do, DCC, UFMG

Estatistica para Ciéncia dos Dados
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Regra de Bayes

Falso positivo e falso negativo

@ A partir das frequéncias na tabela de confusdo, podemos estimar
essas probabilidades:

Resultado do Teste
Virus? T+ T— Total
V+ sens 1 - sens
P(T +|V+) P(FN) =P(T — |V+) 1.0
V- 1-esp esp
P(FP) =P(T 4+ |V-) P(T —|V-) 1.0
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Regra de Bayes

Probabilidades inversas

@ Mas ndo queremos apenas P(FP) =P(T +|V—) e
P(FN) = P(T — |V+)
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@ Mas ndo queremos apenas P(FP) =P(T +|V—) e
P(FN) = P(T — |V+)

Mais importante é calcular as probabilidades inversas.

O médico tem em m3os o resultado T+ do exame.

Dado que ele tem este resultado T+, qual a probabilidade de que o
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Do mesmo modo, queremos saber P(V — |T—)

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 122 / 27



Regra de Bayes

Probabilidades inversas

@ Mas ndo queremos apenas P(FP) =P(T +|V—) e
P(FN) =P(T —|V+)

@ Mais importante é calcular as probabilidades inversas.

@ O médico tem em m3os o resultado T+ do exame.

@ Dado que ele tem este resultado T+, qual a probabilidade de que o
paciente tenha o virus?

e Isto é, qual o valor de P(V + | T+)?
e Do mesmo modo, queremos saber P(V — | T—)

@ De posse de uma estimativa de P(V/+), usamos a regra de Bayes para
obter estas probabilidades inversas.
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Regra de Bayes

Probabilidades inversas

@ Temos P(V+) = 0.001, uma estimativa grosseira. Esta é a estimativa
da prevaléncia do virus na populagdo em geral.
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Regra de Bayes

Probabilidades inversas

@ Temos P(V+) = 0.001, uma estimativa grosseira. Esta é a estimativa
da prevaléncia do virus na populagdo em geral.

@ Se n3o soubermos este valor, podemos calcular as probabilidades com
diversos cendrios plausiveis para P(V+) e ver como as probabilidades
se modificam (talvez elas ndo mudem muito).
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Probabilidades inversas

@ Temos P(V+) = 0.001, uma estimativa grosseira. Esta é a estimativa
da prevaléncia do virus na populagdo em geral.

@ Se n3o soubermos este valor, podemos calcular as probabilidades com
diversos cendrios plausiveis para P(V+) e ver como as probabilidades
se modificam (talvez elas ndo mudem muito).

o Pela regra de Bayes:

P(T + |V+)P(V+) _ 0.99 *0.001

PV +IT+) = P(T+) P(T+)
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Regra de Bayes

Probabilidades inversas

@ Temos P(V+) = 0.001, uma estimativa grosseira. Esta é a estimativa
da prevaléncia do virus na populagdo em geral.

@ Se n3o soubermos este valor, podemos calcular as probabilidades com
diversos cendrios plausiveis para P(V+) e ver como as probabilidades
se modificam (talvez elas ndo mudem muito).

o Pela regra de Bayes:

P(T + |V+)P(V+) _ 0.99 *0.001

POV +[T+) = P(T+) P(T+)

o Para obter P(T+) usamos um truque muito Gtil baseado em
intersecdo de conjuntos.
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O evento T+

Figura: Evento T+ em Q
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Regra de Bayes

O evento T+ e a decomposicao de €2

V+

Figura: Evento T+ e  decomposto como Q =V +UV—.

Renato Assun¢do, DCC, UFMG
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Regra de Bayes

O evento T+ decomposto

V+

T+and V+ T+and V-

Figura: Decompondo o evento T+ = (T +NV+)J(T +NV-).

Renato Assun¢do, DCC, UFMG
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P(T+)

P(T+) = P(T+ n(V+ U Vo))

(T+NV+) U (T+ nNnV-=)

T+ NVH)+P(T+ NnV-)
T+|V4H)«P(V+)+P(T +|V=)xP(V-)
= 099 x 0.001+ 0.05 = 0.999

= 0.05094

I
g 8 B
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Regra de Bayes

Falso positivo e falso negativo

o Finalizando:
0.99 % 0.001
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Regra de Bayes

Falso positivo e falso negativo

o Finalizando:

0.99 % 0.001
P(V +|T+) = W — 0.019

@ Assim, se tivermos um T+, serd muito alta a chance do paciente ser
V — ou n3o ter o virus.
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Falso positivo e falso negativo

o Finalizando:

0.99 % 0.001
P(V +|T+) = W — 0.019

@ Assim, se tivermos um T+, serd muito alta a chance do paciente ser
V — ou n3o ter o virus.

@ Apenas 2% dos individuos com teste positivo (T+) possuem o virus
de fato.
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Regra de Bayes

Falso positivo e falso negativo

o Finalizando:
0.99 % 0.001

@ Assim, se tivermos um T+, serd muito alta a chance do paciente ser
V — ou n3o ter o virus.

@ Apenas 2% dos individuos com teste positivo (T+) possuem o virus
de fato.

@ |ldem, calculamos a outra probabilidade inversa:
P(T — [V-)P(V-)

P(V—|T-) = )
0.95 (1 —0.001)
005004 = 09999895

@ Se o teste for negativo, é praticamente certo que o individuo serd V—.
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Regra de Bayes

Rastreamento em massa?

@ Estes calculos mostram por que n3o fazemos um rastreamento em
massa na populacdo brasileira.

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados 129 / 27



Regra de Bayes

Rastreamento em massa?

@ Estes calculos mostram por que n3o fazemos um rastreamento em

massa na populacdo brasileira.
e P(V +|T—) ~ 0= se teste ndo detecta, a chance de estar infectado

é baixa (Ok, étimo!)
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infectados.

@ Quantas pessoas dariam positivas (falsamente ou corretamente) pelo
teste? Isto é, quantos teriam T—+7

@ Aproximadamente 200 milhdes x P(T+) ~ 10 milhes, um nimero
enorme.

@ Destes, 98% (ou 9.8 milhdes) ndo tém HIV: a imensa maioria de um
nimero enorme de pessoas.
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Regra de Bayes

Rastreamento em massa?

@ Estes calculos mostram por que n3o fazemos um rastreamento em
massa na populacdo brasileira.

@ P(V +|T—) ~ 0= se teste ndo detecta, a chance de estar infectado
é baixa (Ok, étimo!)

@ Mas P(V — |T+) =~ 1 = quase todos detectados pelo teste ndo estdo
infectados.

@ Quantas pessoas dariam positivas (falsamente ou corretamente) pelo
teste? Isto é, quantos teriam T—+7

@ Aproximadamente 200 milhdes x P(T+) ~ 10 milhes, um nimero
enorme.

@ Destes, 98% (ou 9.8 milhdes) ndo tém HIV: a imensa maioria de um
nimero enorme de pessoas.

o As dificuldades de garantir um teste em todos e o custo envolvido
leva a outra estratégia: fazer uma busca ativa entre pessoas de
grupos de risco (que teriam P(V+) bem maior).
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Regra da probabilidade total

o Na regra de Bayes, derivamos uma férmula muito dtil, chamada
férmula da probabilidade total. Vamos ver o caso geral.
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Regra da probabilidade total

o Na regra de Bayes, derivamos uma férmula muito dtil, chamada
férmula da probabilidade total. Vamos ver o caso geral.

@ Espaco amostral Q é particionado nos eventos Ci, Gy, ..., Cy.

C
G 2

Q=GUGU...UC
G| e

C,'ﬂCJ':Q) sei;éj

C4 C5
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Regra da probabilidade total

@ Para qualquer evento A temos

A=ANQ
=AN(GUGU...UCGC)
=(ANG)UANG)U...UANC)
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Regra da probabilidade total

@ Para qualquer evento A temos

A=ANQ
=AN(GUGU...UCGC)
=(ANG)UANG)U...UANC)

@ Temos ent3o

P(A) = P(ANG)+...+P(AN Cy)
= PAIG)P(G)+ ...+ P(AC)P(Ck)
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Regra de Bayes

Extensao da Regra de Bayes

@ Espaco amostral Q é particionado nos eventos Cy, ..., Cx:

Q=CGU...UC
€
C,'ﬂCj:(Z)
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Regra de Bayes

@ Temos

P(GlA) = P(A'ﬂf&f“’)
P(AIG)P(G)
P(ANG)+...+P(AN Cx)
(A|Ci)]P’(Ci)
P(A[CLP(C1) + ... + P(A|C)P(CY)
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Regra de Bayes

@ Temos

P(GlA) = P(A'ﬂf&f“’)
P(AIG)P(G)
P(ANG)+...+P(AN Cx)
(A|Ci)]P’(Ci)
P(A[CLP(C1) + ... + P(A|C)P(CY)

@ Isto é,

P(A|G)P(C)
S P(AIG)P(G)

P(G|A) =
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Regra de Bayes

@ Temos

P(GlA) = P(A'ﬂf&f“’)
P(AIG)P(G)
P(ANG)+...+P(AN Cx)
(A|Ci)]P’(Ci)
P(A[CLP(C1) + ... + P(A|C)P(CY)

o Isto é,

P(A[G)P(G)
> PAAIG)P(G)
@ Esta é a forma geral da regra de Bayes.
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Exemplo: Regra de Bayes

Website produz artigos: em trés tépicos:
o Politica (P), Esportes (E), e Cultura (C)

@ Porcentagens usuais de artigos:
e P:50% E:40% C:10%
@ Assim, P(P) = 0.50, P(E) = 0.40 e P(C) = 0.10.
o Classificador automatico de textos recebe como entrada um artigo e

verifica as palavras presentes.

Objetivo: classificar o texto em uma das 3 categorias.
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Exemplo: Regra de Bayes

@ A palavra arcabouco aparece em:
e 50% dos textos de cultura,
e em 30% dos textos de politica
e e em somente 5% dos textos de esportes.

@ Veja que as probabilidades acima ndo somam 1.
@ Elas representam as seguintes probabilidades condicionais:
o P(arcabouco|C) = 0.50,
o P(arcabougo|P) = 0.30,
o P(arcabougo|E) = 0.05,
@ A = o evento de que a palavra arcabouco esta presente num dado
artigo.
@ Qual a probabilidade de que este texto com a palavra arcabougo seja

do tépico Cultura?

Isto é, quanto é P(C|A)? N&s temos a probabilidade reversa:
P(A|C) = 0.50
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Exemplo: Regra de Bayes

Queremos
P(C|A) = P(Clarcabougo)
tendo
P(A|C) = P(arcabougo|C) = 0.50

Pela regra de Bayes,

P(A|C)P(C)
P(A[C)P(C) + P(A|E)P(E) + P(A|P)P(P)
0.50-0.10

0.50-0.10+40.30 - 0.50 - 0.05 - 0.40
= 0.23

P(C|A) =

Parece que a classe C (cultura) ndo é a mais provavel (apenas 0.23 de
probabilidade).
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Exemplo: Regra de Bayes

Vamos calcular a probabilidade do texto pertencer as outra possiveis
classes com a regra de Bayes:

P(P|A),P(E|A), sabendo que P(C|A) = 0.23

P(A[P)P(P) 0.30

P(PIA) = GCaICIR(C) + P(AIE)P(E) T P(AIP)P(P) ~ 0.500.10 % 0.30

P(A|P)P(P) 0.05

F(EIA) = BrAIC)P(C) T PAIE)P(E) T PAIP)R(P) 0,50 0.10 + 0.30
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Exemplo: Regra de Bayes

@ A classe mais provavel desse texto é Politica.

@ Veja que a palavra arcabougo é mais comum nos textos de cultura.

@ A maior presenca de textos de politica na colecdo fez a balanca
pender para a classe politica.

@ Métodos de classificacdo de textos todas as palavras do dicionario,
n3o apenas uma delas.

@ Um desses métodos é o Naive Bayes, que veremos mais a frente.
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Exemplo: Regra de Bayes

@ Em uma urna, existem 6 bolas de cores desconhecidas.
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@ Trés bolas s3o retiradas sem reposicdo e s3o pretas.
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Exemplo: Regra de Bayes
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Exemplo: Regra de Bayes
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®© 6 6 6 o6 o o o
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Exemplo: Regra de Bayes

Em uma urna, existem 6 bolas de cores desconhecidas.

Trés bolas s3o retiradas sem reposicdo e s3o pretas.

Ache a probabilidade de que n3o restam bolas pretas na urna.
A = 3 bolas pretas sdo retiradas

C; = existem | bolas pretas na urna

Urna com 6 bolas — retira-se 3 bolas

C; = existem i bolas pretas na urna (i =0,1,...,6)

A = 3 bolas pretas sdo retiradas

P(A|C) =7

®© 6 6 6 66 6 o o o
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Regra de Bayes

o P(A|IG) =7

[ P(A|G) = PEP?Q(SO) = ]P’(OCO) 0
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Regra de Bayes

o P(A|IG) =7

[ P(A|G) = PEP?Q(SO) = ]P’(OCO) 0

P(A|C) =0
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Regra de Bayes

o P(A[C) =7
[ P(AIG) = PEP?Q(SO) =55 =0
P(A|C) = 0
P(A|G) = 0
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Regra de Bayes

o P(A[C) =7
[ P(AIG) = PEP?Q(,C)O) =55 =0
P(A|C) = 0
P(A|G) = 0

P(A|G3) =1/20 (Hipergeométrica)
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Regra de Bayes

o P(A[C) =7
[ P(AIG) = PEP?Q(,C)O) =55 =0
P(A|C) = 0
P(A|G) = 0

P(A|G3) =1/20 (Hipergeométrica)

P(A|C) = 1/5
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Regra de Bayes

e P(AIG) =7
[ P(AIG) = PEP?Q(,C)O) =55 =0
P(A|C1) = 0
P(A|G) =0
P(A|G3) =1/20 (Hipergeométrica)
P(A|C) =1/5
P(A|G) =1/2
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Regra de Bayes

o P(A[C) =7
[ P(AIG) = P%D/L(\Q(SO) =55 =0
P(A|C) = 0
P(A|G) = 0

P(A|G3) =1/20 (Hipergeométrica)

P(A|C) = 1/5
P(A|Cs) = 1/2
P(A|Co) = 1

@ Queremos calcular P(G3|A)

Renato Assun¢do, DCC, UFMG Estatistica para Ciéncia dos Dados
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Regra de Bayes

@ Temos
P(A|G) x P(G)
S22 o P(AIG) = P(C))

P(G|A) =

_ % * P(G3)
04040+ %P(G) + tP(Cs) + 3P(Gs) + 1P(Co)

=7
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Regra de Bayes

@ Temos
P(A|G) x P(G)
S22 o P(AIG) = P(C))

P(G|A) =

_ % * P(G3)
04040+ %P(G) + tP(Cs) + 3P(Gs) + 1P(Co)

=7

@ Precisamos estabelecer o valor de P(C;), a probabilidade de que
existam j bolas pretas na urna.
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Regra de Bayes

@ Temos
P(A|G) x P(G)
S22 o P(AIG) = P(C))

J

P(G|A) =

_ % * P(G3)
04040+ %P(G) + tP(Cs) + 3P(Gs) + 1P(Co)

=7

@ Precisamos estabelecer o valor de P(C;), a probabilidade de que
existam j bolas pretas na urna.

@ Depende do mecanismo que colocou bolas na urna e isto ndo foi
explicado no problema.
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Regra de Bayes

@ Vamos mostrar algumas possibilidades para P((;).
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Regra de Bayes

@ Vamos mostrar algumas possibilidades para P((;).

@ Qualquer nimero de bolas pretas entre 0 e 6 tem a mesma
probabilidade. Entdo P(C;) = 1 para todo j?
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Regra de Bayes

@ Vamos mostrar algumas possibilidades para P((;).

@ Qualquer nimero de bolas pretas entre 0 e 6 tem a mesma
probabilidade. Entdo P(C;) = % para todo j?

@ Bolas sao escolhidas preferencialmente de uma (nica cor. Entao os
valores de P(C;) para j = 0 e j = 6 seriam os maiores, com o valor
minimo com j = 3.
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Regra de Bayes

Vamos mostrar algumas possibilidades para P(C;).

Qualquer nimero de bolas pretas entre 0 e 6 tem a mesma
probabilidade. Entdo P(C;) = % para todo j?

@ Bolas sao escolhidas preferencialmente de uma (nica cor. Entao os
valores de P(C;) para j = 0 e j = 6 seriam os maiores, com o valor
minimo com j = 3.

Por exemplo, P(Cj) = 55(j — 3)?

Outra opgdo: Existem 10 cores distintas e a cor de cada bola é
escolhida ao acaso.
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Regra de Bayes

Vamos mostrar algumas possibilidades para P(C;).

Qualquer nimero de bolas pretas entre 0 e 6 tem a mesma

probabilidade. Entdo P(C;) = % para todo j?

@ Bolas sao escolhidas preferencialmente de uma (nica cor. Entao os
valores de P(C;) para j = 0 e j = 6 seriam os maiores, com o valor
minimo com j = 3.

@ Por exemplo, P(C;) = %(j — 3)?

@ Qutra opgdo: Existem 10 cores distintas e a cor de cada bola é
escolhida ao acaso.

@ A chance de colocar uma bola preta na urna é 1/10.
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Regra de Bayes

Vamos mostrar algumas possibilidades para P(C;).

Qualquer nimero de bolas pretas entre 0 e 6 tem a mesma

probabilidade. Entdo P(C;) = % para todo j?

@ Bolas sao escolhidas preferencialmente de uma (nica cor. Entao os
valores de P(C;) para j = 0 e j = 6 seriam os maiores, com o valor
minimo com j = 3.

@ Por exemplo, P(C;) = %(j — 3)?

@ Qutra opgdo: Existem 10 cores distintas e a cor de cada bola é

escolhida ao acaso.

A chance de colocar uma bola preta na urna é 1/10.

A chance de colocar j bolsas pretas na urna de 6 bolas é
6 . .
7(6) = (§ ) 01)(09)*
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Independéncia mitua

Independéncia de eventos em geral

@ Falamos da independéncia de dois eventos A e B.
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@ Eles sdo eventos independentes se
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ou, equivalentemente,

P(A[B) = P(A)
ou ainda
P(B|A) = P(B)
@ E quando tivermos varios eventos £y, E, ..., E,?
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Independéncia mitua

Independéncia de eventos em geral

@ Falamos da independéncia de dois eventos A e B.

@ Eles sdo eventos independentes se
P(AN B) =P(A) P(B),

ou, equivalentemente,

P(A[B) = P(A)
ou ainda
P(B|A) = P(B)
@ E quando tivermos varios eventos £y, E, ..., E,?

@ Infelizmente, ndo basta olhar os pares de eventos e verificar a
definicdo acima.
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Independéncia mitua

Independéncia de eventos em geral

@ Os eventos Ei, Ep, ..., E, sdo eventos independentes se toda
combinagdo de eventos satisfazer a regra do produto:

]P)(E,'l NnE,N...N E,'m):P(E,'l)...]P)(E,')
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Independéncia de eventos em geral
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combinagdo de eventos satisfazer a regra do produto:
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Independéncia mitua

Independéncia de eventos em geral

@ Os eventos Ei, Ep, ..., E, sdo eventos independentes se toda
combinagdo de eventos satisfazer a regra do produto:

P(E, N E, n...N E,)=P(E,)...P(E;,)

para toda selecdo de indices iy, ip, ..., in € para todo m entre 2 e n.
@ Estes eventos sao chamados mutuamente independentes.

@ Podemos deduzir que se A, B, e C sdo independentes entao C é
também independente de AN B, de AN B¢, de AU B, de B¢ etc.
(ver lista de exercicios).
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Independéncia mitua

Independéncia mutua e independéncia par a par

@ Se os eventos s3o mutuamente independentes entdo qualquer par de
eventos é independente.
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@ Se os eventos s3o mutuamente independentes entdo qualquer par de
eventos é independente.

@ Um resultado curioso é que a conversa n3o é verdade.
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Independéncia mutua e independéncia par a par

@ Se os eventos s3o mutuamente independentes entdo qualquer par de
eventos é independente.

@ Um resultado curioso é que a conversa n3o é verdade.

@ Podemos ter eventos independentes par a par mas que n3o sdo
mutuamente independentes.

@ Por exemplo, podemos ter A e B indep, Ae C indep, e B e C indep
mas A, B, C dependentes.
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Independéncia mitua

Independéncia mutua e independéncia par a par

@ Se os eventos s3o mutuamente independentes entdo qualquer par de
eventos é independente.

@ Um resultado curioso é que a conversa n3o é verdade.

@ Podemos ter eventos independentes par a par mas que n3o sdo
mutuamente independentes.

@ Por exemplo, podemos ter A e B indep, Ae C indep, e B e C indep
mas A, B, C dependentes.

@ Um uso pratico desta distincao aparece numa técnica para
compartilhar senhas em criptografia (ver Davis, 2012, se¢do 8.9.2:
leitura opcional na pagina da disciplina).
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