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Considere o modelo de regressao linear usual: Y = X3 + € com X sendo uma matriz n x (p + 1) de posto p + 1 e com
sua primeira coluna sendo todas de 1’s. Supomos que € ~ N,,(0,0>L,,).

O estimador de miminos quadrados de 8 é dado por ,3 = (X'X)"1X'Y e os valores preditos estdo no vetor Y = XB =
X(X'X)"IX'Y = HY. A matrix H é a matriz de projegdo ortogonal de um vetor do R™ no sub-espaco vetorial formado
pelas combinacoes lineares das colunas de X.

1.
2.

10.

Mostre que H = H? e que H é simétrica.
Mostre que HX = X e que (I — H)X = 0, a matrix nula de dimensao n x (p + 1).

O vetor de residuos é r = Y — Y. Mostre que o vetor de residuos é uma transformacao linear do vetor de errors
gaussianos €. Isto é, que r = He.

A fungao-objetivo que o método de minimos quadrados procura minimizar é a soma de quadrados C(8) = Y, (y; —x}3)?
onde x} é a i-ésima linha da matriz X. Sabemos que RSS é o comprimento ao quadrado de um certo vetor. Que vetor
é este?

A fungio C(B) é minimizada com B e o seu valor minimo é dado por RSS = C(8) = Y., (yi — )%
RSS = e'He. DICA: Use (1) e (3).

Mostre que

Na regressao linear com regularizacao L? (ridge regression), o vetor gradiente da funcio de custo C'(3) que queremos
minimizar é igual a
oC(B)

B

Iguale o gradiente ao vetor zero e resolva a equagao para encontrar a solucao B da regressao ridge.

=-X'Y+ (X'X)3+ap

Seja f(w1,ws,ws) = wiwsy + exp(—w3) + wiws. Obtenha o seu vetor gradiente V £.
Responda V ou F:

(a) Inserir uma nova feature-coluna na matriz X nunca diminui e, em geral, aumenta o valor do R2.
(b

(c

(d) Para regularizacio ridge no modelo de regressiao, minimizamos em 3 a fungao de custo ||Y — X3||> + a|w||? onde

B8 = (bw).

Suponha que X1, Xo, X3 seja uma amostra aleatéria de v.a.’s i.i.d. com a distribuigao Poisson com parametro A > 0
desconhecido. Isto é, P(X; = k) = Afe=*/k! com k = 0,1,2.... Observamos a seguinte realizacio dessas varidveis
numa amostra especifica: 1 = 1,22 = 0,23 = 1. Obtenha o MLE de A. (OBS: 0! = 1).

Mesmo quando o modelo de regressao linear é o modelo que verdadeiramente gera os dados, teremos 3 # 3.

B é um vetor aleatorio com distribuicao gaussiana.

)
)
)
)

Suponha que X1, ..., X,, forme uma amostra aleatéria de v.a.’s i.i.d. com a seguintes densidade de probabilidade (caso
continuo): f(z;6) = fe~% para x > 0 com 6 € (0,00) (densidade exponencial, continua). Encontre o MLE de 6.



