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_ MLEGtimo: caso multivariado
MLE multivariado

@ Vamos considerar o caso em que o pardmetro 8 = (0y,...,0;) € RK ¢
um vetor com k > 1.

e O MLE 6 = (fy,...,0) é também um vetor de dimens3o k.
@ O elemento é\, é um estimador de 6; (a entrada i do vetor 6.

o O MLE 8 é obtido resolvendo-se o sistema de equacdes n3o-lineares
que resulta de igualar o gradiente -2 80 da log-verossimilhanga ¢(0) a

Zero:
dl/06, 0
BY 0l /00 0
20 : I
dl/00) 0

@ Queremos estudar o comportamento estatistico do MLE.

@ Veremos que ele é um estimador 6timo de 6.
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MLE multivariado

O MLE 6 = (64, ...,0;) é um vetor ALEATORIO.

o

@ Ele depende dos dados estocasticos e por isto varia de amostra para
amostra.

@ Precisamos estudar este comportamento aleatério do MLE.

@ Como veremos, o comportamento é similar ao do caso unidimensional.

Se n n3o é muito pequeno, de forma aproximada, teremos o seguinte:

o O MLE 6 ¢ aproximadamente n3o viciado para estimar o vetor . Isto
é E(8) ~ 6.

e Aproximadamente, a matriz de varidncia e covariancia de 0 é, num
certo sentido matemdtico, a “menor matriz" possivel para um
estimador n3o-viciado, a matriz de informac3o de Fisher /(6).

e O MLE 8 possui distribuicdo gaussiana multivariada aproximadamente.
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MLE étimo: caso multivariado Matriz de Informagdo de Fisher

Matriz de informacado de Fisher

@ A matriz de variancia e covariancia de 0 estd associada a matriz de
informagdo de Fisher /(8).

o Definigdo: A matriz de informagdo de Fisher /(6) é uma matriz k x k
cujo elemento ij é dado por
ot ol >

16 == (55 55

onde ¢ = {(0) é a log-verossimilhanca de 6.
@ Por exemplo, no caso em que 8 = (1,62, 63) € R3 teremos

2

oL ol ot ol oL

E (a*el) E (Tel a@) E (a*el 8793)
2

—_ oL ot oL oL ot
0= E(% &%) E(%) E(&% %)
2

ol oL ol ot oL
E(5 5) B(a &) E(%)
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Matriz de Informaso de Fisher
Exemplo de /(0)

Suponha que Y1, Ya,..., Y, sejam i.i.d. N(u,c?).
Temos 0 = (u,02) € R?

A log-verossimilhanca de 8 baseada numa amostra é dada por

00) = —3 Iog(27r) ~3 Iog - 202 Z

O vetor gradiente k x 1 da log-verossimilhanca ¢(0) é dado por

o1 _[ ot/ op }: [ _5122< )/o®

90 | 01/d0? + 30y 2ilyi — 1)?

A partir deste vetor, podemos obter a matriz de informacao de Fisher
tomando os seus produtos cruzados.
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Matriz de Informaso de Fisher
Exemplo de /(0)

@ Temos
(35)° (8 52 )}
() = E .
| @ T
- (=) (2 572) (- + 4 Bl
- (*%ﬁ %2((:2)2“)2> (Z;%) (,gﬁJr%%y)Z)z

@ Um célculo de probabilidade laborioso permite obter cada uma das
esperangas presentes na matriz /(@) resultando no seguinte:
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MLE étimo: caso multivariado Matriz de Informagdo de Fisher

Uma férmula alternativa para /(0)

@ De forma similar ao caso unidimensional, podemos calcular a
informacdo de Fisher de forma alternativa, usando a matriz Hessiana
(a matriz de derivadas parciais de segunda ordem de ¢(8)):

1), -~ (5057 )

@ Por exemplo, no caso em que 8 = (61, 602,03) € R3, por esta férmula

alternativa, temos

9% 5% 5%

E (aTaf) E (891692> E { 26,00,
_ &2t ol foal4

10)=—| E(sp00) E <aT§) E{ 56,00,
220 920 920

E( 70500, ) E (893892) E (aTg)

@ Note o sinal negativo na frente da matriz. Além disso, podemos

passar o [E para fora da matriz: esperanca de matriz é a esperanca de
cada entrada da matriz.
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MLE étimo: caso multivariado Matriz de Informagdo de Fisher

Matriz de informacado de Fisher

@ Considerando o exemplo anterior de v.a.’s i.i.d. com distribuicdo
N(u,0?), a partir do vetor gradiente obtemos a matriz Hessiana

abaixo:
_n _ 2ilyi—n)
52 (02)2
X)) on 1 i)
(0-2)2 2 (0-2)2 (0-2)3

e Para obter /(8), substituimos as instancias y pelas v.a.'s Y e
tomamos o negativo da esperanca da matriz hessiana.

@ Resulta que, neste exemplo, tomar a esperanca das expressdes da
matriz Hessiana é muito simples. /().

@ O resultado é o mesmo de antes:
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MLE étimo: caso multivariado Matriz de Informagdo de Fisher

Forma vetorial de /(6)

@ A matriz de informagdo /(@) pode ser definida termo a termo (como
fizemos) ou de forma vetorial.

@ A primeira férmula para /(0), que especifica o elemento jj da matriz
como [/(9)]; = E(0¢/00; - 0l/d0;) pode ser escrita de forma
vetorial como a esperanca da matriz que resulta ao multiplicar duas
vezes o vetor gradiente de /(6) de forma transposta:

o - =([55) - [5%])
" oo oan)

879]-,8792,...7679,(
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Matriz de Informaso de Fisher
Exemplo de /(0)

e Considerando o exemplo de n v.a.'s i.i.d. com distribuicio N(u,o?) e
0 = (11, 0?) temos

ey = IE[ (ff/gjg } . [ae/au,ae/a&]

:E{f

NI

L4 i

ilyi — #)/U2 2 n 1 1 A
5+ sy il - w) } ' {Z(” T/ g 2 )
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Matriz de Informaso de Fisher
Outra forma vetorial de /(8)

@ Além da forma vetorial dada por

ol ol
-2 ([53] - [5])
podemos obter /(#) usando uma forma vetorial para expressar a

matriz hessiana de derivadas segundas.

@ Especificamente, temos
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MLE étimo: caso multivariado Matriz de Informagdo de Fisher

Desigualdade de Cramer-Rao multivariada

@ Quando T é um estimador n3o viciado de # € R vimos que
MSE(T)=V(T) >1/1(9).

@ Temos uma versdo multivariada deste resultado para
0= (01,...,0;) € R¥.

o Seja T=T(Y)=(Ty,..., Tx) € RX um estimador k-dimensional
ndo-viciado de 0 (isto é, E(T) = 0).

e Ent3o, para todo /, temos

MSE(T;) = V(T;) > [I7*(9)]

n

que é o elemento ii da INVERSA da matriz de informac3do de Fisher.
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Matriz de Informaso de Fisher
Desigualdade de Cramer-Rao multivariada (OPCIONAL)

O resultado multivariado que apresentamos é apenas parcial.

O resultado completo é um pouco mais sutil e dtil em alguns
problemas estatisticos de estimac3o. e testes de hipdteses em
experimentos planejados.

o Considere qualquer combinac3o linear dos k elementos do estimador

ndo viciado T = T(Y):
W:C1T1+C2T2+...+Cka:(Cl,...,Ck), . (Tl,...,Tk):éT

onde ¢ = (c1, ¢, ..., Cp) sdo constantes conhecidas.
o E ficil mostrar que W é estimador n3o-viciado para
101+ 0>+ ...+ c b = c'é.
o Ent3o temos

MSE(W)=V(W)=V(c'T)>c" 1(0) ¢
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Matriz de Informagso de Fisher
MLE: Caso Multivariado

@ Suponha que o pardmetro 8 = (01, ...,0;) é um vetor com k
componentes
@ O MLE de 6 é um vetor aleatério 8 de dimens3o k.

@ O resultado anterior sobre o MLE é vdlido em multi-dimensdes:
6~ Ny (0,174(9))

@ Se n n3o é pequeno, temos aproximadamente:
e O MLE possui distribuicdo de probabilidade normal multivariada;

e é aproximadamente n3o-viciado (isto é, E(6) ~ 6);
o A matriz de covariancia do MLE é aproximadamente igual ao inverso

de /1(8), que é um limite 6timo para estimadores n3o-viciados.
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MLE étimo: caso multivariado MLE em regressao linear

MLE em regressao linear

@ No modelo de regressao linear mdltipla, temos v.a.'s Y1,..., Y, que
s3o independentes mas ndo sio i.d.: Y; ~ N(x’ 3,02).

@ A versao matricial do modelo de regressao linear é

Y =X B+¢
@ onde Y é vetor n x 1, a matriz de desenho X é de dimens3o n x p
com p — 1 variadveis independentes e a coluna de 1's.
e O vetor ¢ = (e1,...,e,) é composto de v.a.’s i.i.d. N(0,c?).
e O paradmetro 0 é 0 = (B,02) = (Bo, - - -, Bp—1,02)

e Queremos estimar 3 e 2.
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MLE étimo: caso multivariado MLE em regressao linear

MLE de 3 coincide com minimos quadrados

e O MLE B de B = (o, .., Bp) coincide com o estimador de minimos
quadrados.

e Para ver isto, considere a log-verossimilhanca ¢(8).

e Asv.a.'s Y; sdo independentes com distribuicio N(x: 3,02).

e Entdo

6(0) = log (H \/2:;_7 exp <—zi2(y" _ X:- B)2>)
= —= Iog(27m — 5.7 Z

o E facil perceber que, para qualquer valor fixo de 02, o vetor 3 que
maximiza ¢(0) serd aquele que minimiza a soma de quadrados
2
>ilyi —x; B)°
@ Assim, o MLE de 3 é o vetor que minimiza a distancia entre o vetor

Y e a combinac3o linear X 3:
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MLE étimo: caso multivariado MLE em regressao linear

MLE de 3 coincide com minimos quadrados

@ Ja apredemos que a solucdo deste dltimo problema é a combinacao
que produz a projecdo ortogonal de Y no espacgo vetorial das
combinacdes lineares das colunas de X:

B=(Bo.....0p) = (XEX)IXtY

@ 3 é uma funcdo do vetor de dados aleatérios Y e da matriz de
regressores X (que é considerada uma matriz de constantes
conhecida).

@ Se escrevermos a matriz k x n dada por (X' X)~1X* por A podemos
verque 3=AY.

@ Assim, cada elemento de B € uma combinacdo linear dos elementos
do vetor Y.
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MLE étimo: caso multivariado MLE em regressao linear

Residuos

O modelo prediz ou estima o valor de Y; usando 8.

O vetor n x 1 com os valores preditos pelo modelo para os valores
realmente observados Y s3o dados por

Y=XB=X (X' X)Xty

A diferenca entre Y e a predicdo Y forma o vetor de residuos ou
vetor de erros de predicio r =Y —Y.

O i-ésimo elemento do vetor de residuos é dado por
P
ri=Yi—x; B8

Graficos e andlises com os residuos sdo uma excelente maneira de
identificar falhas nas suposicdes do modelo de regressdo linear
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MLE étimo: caso multivariado MLE em regressao linear

Residuos

@ Seja RSS a soma de quadrados dos residuos (residual sum of squares)
RSS =Y -Y|?= Z(Y Y;)? Z(Y—xj,@

e O MLE de 0 é dado pela média dos residuos ao quadrado:

—  RSS
0% = ——
n
@ Para verificar isto, veja que tomando 3 = ,@ teremos a
log-verossimilhanga ¢(0) igual a

(B,0%) = 3 log(2m0?) - rists

que é maximizada se tomarmos 02 = RSS/n (basta derivar e igualar
a zero).
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MLE étimo: caso multivariado MLE em regressao linear

,@ é nao-viciado

@ Revisdo de probabilidade: A é matriz de constantes e Y é vetor
aleatério de dimensdes compativeis. Entdo o vetor aleatério AY tem
um vetor esperado igual a E(AY) = AE(Y) e a matriz de
covariancia é V(AY) = AV(Y)A!

e O MLE ,@ ¢é n3o-viciado para 3 pois

E(B) = E(X'X)'X'Y)
= (X'X)"IX'E(Y)
= (X'X)IX'E(X B+¢)
= (X*X)TIXY(X B+E(e))
= B+0=23
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MLE étimo: caso multivariado MLE em regressao linear

Covariancia de 3

o E possivel calcular a matriz de covariancia de B

o Chame A= (X'X) 'X'eentio B=AY.

@ Como as v.a.'s Y; sdo independentes, sua matriz de covariancia é
o1, um miltiplo da matriz identidade de ordem n.

@ Ent3o, usando o resultado de probab, temos

V(B) _ A(O’zln)At _ 0,2(Xt X)flxt X(Xt X)fl _ 0,2(Xt X)fl
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MLE étimo: caso multivariado MLE em regressao linear

Propriedades de o2 =

RSS

n

Quanto ao MLE de 2 no modelo de regressio linear, podemos

mostrar que
— RSS. n—k—1
E(o?) = E(222) = o2
n n

Portanto o MLE 2 é viciado para estimar o2 mas seu vicio

desaparece quando n cresce.

E comum usarmos um estimador n3o-viciado para o2 dados por
2 _ RSS
n—k-—1

O uso deste estimador n3o-viciado (que ndo é o MLE) permite fazer

varios calculos exatos de probabiliadde envolvidos em intervalos de

confianga e testes de hipétese (mais a frente no curso).
Para o MLE 02 = RSS/n temos a variancia 20%(n — k —1)/n?

Além disso, a covariancia entre ﬁ e 02 é o vetor 0.
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MLE étimo: caso multivariado MLE em regressao linear

@ Podemos voltar a log-verossmilhanga ¢(0) e calcular a matriz de
informacao de Fisher usando varios truques de probabilidade e dlgebra
linear.

@ No final encontramos
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MLE étimo: caso multivariado MLE em regressao linear

@ A cota-inferior de Cramér-Rao para um estimador n3-viciado de 0 é

11(6) = ( 02(x(;tX)1 224)

n

o Compare /71(0) com a matriz de covaridncia exata do MLE

. P o?(XtX)™! 0 _
V(O) = V(/B70-2) = ot 20%(n—k—1) — 1 1(0)
n2

@ O MLE do parametro B é n3o-viciado para 3 e atinge a cota inferior
de Cramér-Rao o2(X* X)~1

@ O MLE de 02 tem um vicio que vai a zero com n e tem uma varidncia
que aproxima-se rapidamente da cota inferior de Cramér-Rao.
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MLE étimo: caso multivariado MLE de regressao logistica

MLE de regressao logistica

@ No caso da regressao logistica, o MLE 0 vai satisfazer a equacao de

verossimilhanca ndo-linear

00(8)

— L =X'y - X'p=0

onde p = (p1,...pn) e pi = 1/(1 + exp(—xt0)).
@ O MLE € o resultado da da convergéncia do algoritmo de
Newton-Raphson:

pnew _ gold <a2e(9> ) 04(6)

06 00" 00

onde as derivadas sdo avaliadas usando-se o valor corrente 0°|d.

e Como valor inicial, podemos usar 6(%) = 0.
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MLE étimo: caso multivariado MLE de regressao logistica

MLE de regressao logistica

@ Temos o0(0)
OY) _ yt o, _xt
gg ~ Xy Xp
°e 24(0)
0
— - X'WX
060 00¢
onde
[ p1(1—p1) 0 0
0 p2(1 — p2) 0
w = 0 0 p3(1 — p3)
0 0 0

@ Temos ent3o

0
0
0

pa(1 _ pn) |

OneW:00|d+(Xt Wx)*1 Xt(y_p)
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MLE étimo: caso multivariado MLE de regressao logistica

@ Para obter a matriz de informac3o de Fisher, calculamos a matriz
Hessiana (a matriz de derivadas parciais de segunda ordem da
log-verossimilhanga £(6)):

0°((0)

0000"
e depois calculamos /(8) como o negativo do valor esperado de cada
elemento desta matriz hessiana.

@ A matriz Hessiana é igual a

2
w ——_ XWX
06000

@ Que sorte!ll Esta é uma matriz n3o-aleatdria, somente com

constantes.

Assim, sua esperanca é igual a ela mesma!

Portanto, a matriz de informac3o de Fisher é

t
1(0) = X" W X
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R e
Exemplo - EMV de logistica

@ Conclus3o: R
0 ~ Nis1 (0, (XEW X))

com

W = diag (p1(1 — p1), p2(1 — p2), - - -, pn(1 — pn))

o Cada p; é funcdo das covaridveis e de 0:
pi = 1/(1 + exp(—x( 0))

@ Isto é, o EMV de @ tem uma distribuicdo aproximadamente normal
multivariada de dimens3o k + 1 centrada no verdadeiro valor do1
pardmetro 6 e com matriz de covariancia /71(8) = (X' W X))~

@ A matrix W depende do valor desconhecido do pardmetro 6.
@ Noés podemos usar nosso (melhor) estimador disponivel 8 em W para
obter uma aproximac3o para /(0).

[RENEN NV EVET WAt R ( Bl (GM VI S V(&)W n feréncia para CS Tépico 11 - Eficiéncia e C 28 /31



Intervalos de Confianga

Intervalos de Confianca com o MLE

o O MLE 6 = (f1,...,0;) é um vetor ALEATORIO.

@ A sua distribuicdo conjunta é dada por
6 ~ Ny (6,171(6))
o Considerando apenas a i-ésima coordenada, temos
0 ~ Ny(0;, [174(0)] )

onde [I_I(O)]h. é o elemento (7, /) na diagonal da INVERSA da
matriz de informag3o de Fisher.

@ Podemos fornecer intervalos de confianca para cada 6;.
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Intervalos de Confianga

Intervalos de Confianca com o MLE

o Considerando apenas a i-ésima coordenada, temos
0 ~ Ny (0, [171(0)] )

@ Numa gaussiana qualquer, a probabilidade da varidvel afastar-se de
sua esperanca por menos que dois desvios-padrdo é aproximadamente
0.95.

@ Portanto, aproximadamente,

P <|é,- —0;)| <2 [|1(0)],.,.> ~ 0.95

Desigualdade bésica: |a — b| <2 se, e somente se, a—2< b<a+?2
Assim,

P (é,- —2y/[171(0)];; < 6; < 6; + 24 /[|—1(0)],,> ~ 0.95
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Intervalos de Confianga

Intervalos de Confianca com o MLE

@ O intervalo

[é, — 2M» <0+ 2M]

é chamado intervalo de confianca de 95% para o pardmetro 0;.

@ A confianga é no método. 95% dos intervalos que vocé fizer usando o
MLE vao cobrir o verdadeiro valor do parametro.

e Em geral, 171(8) depende do pardmetro 6, que é desconhecido.
@ Nestes casos, substitua 6 por 0.
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