Geracdo de cendrios

Prof. Alexandre Salles da Cunha

Universidade Federal de Minas Gerais
Departamento de Ciéncia da Computagdo
Belo Horizonte, Brasil

acunha@dcc.ufmg.br

2021/2
— (“
\
UNIVERSIDADE FEDERAL \ UFMG - ICEx
DE MINAS GERAIS DEPARTAMENTO DE CIENCIA DA

COMPUTACAO



Referéncias bibliograficas

Relativas a esta apresentacao
@ Alan J. King & Stein W. Wallace. Modeling with Stochastic
Programming, Springer, 2012. [Cap. 4]

@ G. Cournueols & R. Tiitiincii. Optimization Methods in Finance,
Cambridge, 2007, [Cap. 16]. (Excelente panorama sucinto sobre
Programacao Estocdstica)

Alexandre Cunha (DCC/UFMG) Geragdo de cendrios 2/25



@ O que considerar em uma geracdo de cenarios

o Estabilidade de solucoes

@ Exemplo de geracdo de cendrios

Alexandre Cunha (DCC/UFMG) Geragdo de cendrios 3/25



Questoes iniciais

Dificilmente os dados brutos que vocé dispoé sobre o problema
estardo no formato necessario para uso em um algoritmo de
Programacao Estocastica.

O que é disponivel sobre o problema estocastico ?

© E conhecida uma distribuicao de dados continua sobre as
varidveis aleatérias do problema estocastico.
Ent3o, sera necessario criar uma discretizacdo desta distribuicao
para uso no algoritmo.

@ S3o disponiveis apenas dados histéricos sobre as varidveis
aleatérias.
Sera necessdrio representar os dados por um distribuicdo de
probabilidades, continua ou discreta. Se a op¢do for uma
distribuicdo continua, caimos no caso acima.

Conclus3o: Vai ser necessdario discretizar. J

Alexandre Cunha (DCC/UFMG) Geragdo de cendrios 4/25



Duas visdes complementares

O A discretizagdo (ou criagdo de drvore de cendrios) é parte do
processo de modelagem.

@ A discretizagdo é parte do conjunto de procedimentos ou técnicas
de solucao empregados para resolver o problema estocdstico
original.

@ As duas visGes sdo corretas, mas o fato é que a discretizacdo ndo
é parte dos dados do problema, precisa ser definida e tem
impacto muito grande nos resultados.

@ N3o existe método de discretizacao que funcione sempre. Assim,
é razodvel considerar que a discretizacdo faz parte da modelagem
do problema.

@ Assim, é necessario (ou melhor dizendo, é desejdvel) ter algumas
garantias de que a forma como a discretiza¢do é produzida n3o
interfira substancialmente na qualidade da solucdo encontrada
pelo programa estocastico.
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@ Discutir por qué esta parte da modelagem, isto é, a construcao
dos cenarios, é tdo importante.

@ Tentar ajudar a decidir se a modelagem dos cenarios foi bem
sucedida, considerando as solu¢des dos programas estocdsticos
obtidas.

© Apresentar algumas formas de como gerar cendrios.
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Consideragoes para a discussdo que segue

@ Dispomos de uma distribuicdo de probabilidades continua para as
grandezas aleatérias. O problema a resolver é:

min g(xX)xek, = mil? {ch+ min EgQ(X,E)}
XERL

Q(x) = minE¢Q(x, &) é a fungdo recurso exata, ndo
necessariamente linear por partes.

@ Criamos uma discretizagdo: uma &rvore de cendrios 7 (um
vértice representando o estdgio atual e outro para cada possivel
cenario no segundo estdgio). Seja S o conjunto de cendrios
associados a esta drvore, s um destes cendrios e ps sua
probabilidade de realizacdo. O problema que resolveremos é:

min f(X)xek, :)[giirgl c”x + min Z ps Q(x, &%)
seS

onde min )" s psQ(x,£°) aproxima a fungdo exata

minE¢ Q(x, §)
© A discretizacdo nos leva a um PPL estocastico em dois estdgios.
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Questoes para se ter em mente

@ A discretizacdo deve produzir um erro de aproximacdo pequeno
(entre o exato, com a distribuicdo continua, por exemplo, e o
discretizado), sem tornar o problema de programacg3o estocastica
intratavel.

@ Um bom procedimento de discretizacdo n3o deve ser observado
na solucdo do problema: o processo de discretizacdo deve ser tal
que ndo ¢ a discretizacdo que determina a solugdo de otimizagao,
mas sim o modelo algébrico empregado e o modelo das varidveis
aleatoérias.

@ Alguma forma de acesso a qualidade da discretizacdo precisa ser
empregada.
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Caso em que temos um conjunto de dados

@ Se ao invés de distribuicdes continuas para as grandezas
aleatérias, dispomos de um conjunto de dados histéricos, estes
dados é o que precisamos usar.

@ As mesmas questles colocadas anteriormente s3o pertinentes
neste caso: Equilibrio entre representatividade dos cendrios e
tratabilidade computacional.

@ Provavelmente, estes dados precisarao ser tratados para serem
usados. Por exemplo, séries temporais precisam ser analisadas
(agrupadas, classificadas) para constru¢do de cendrios futuros.

@ Deve-se ter cuidado ao se inferir perfis de distribuicdes de
probabilidades para dados histéricos, e criar distribuicoes
continuas a partir destes dados. Ao fazer isso, estamos inserindo
informacdo nos dados que podem n3o ser plenamente observados
nas séries. Exemplo: estimar média, variancia de um conjunto de
dados e usar estes valores para criar uma distribuicao normal...

Alexandre Cunha (DCC/UFMG) Geragdo de cendrios 9/25



Criando arvores de cenarios

Caso de interesse: problema linear estocastico de dois esédgios.

@ A drvore de cendrios é na verdade um galho (contém a raiz e
todos os demais nds sdo folhas).

@ Contém um né para o hoje no primeiro estagio e

@ um né para cada possivel amanha, no segundo estégio.

Dilema:

@ Muitos nds no segundo estagio (representando bem uma
distribuicdo continua): podem dificultar a resolucdo do problema
de otimizacao.

@ Poucos nds no segundo estagio: facilitam a resolucdo do
problema de otimiza¢do, mas n3o representam adequadademente
a incerteza ou a distribui¢do (continua, por exemplo).
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O que faz uma discretizagao boa 7

@ Deve funcionar como se a distribuicdo original fosse empregada,
ou seja, nao deve afetar a solucdo étima.

@ Duas discretizag¢les distintas podem fornecer resultados idénticos
dependendo do modelo empregado. Exemplo: duas distribuicoes
com mesma média e varidncia (e momentos cruzados) em um
modelo do tipo de Markowitz.

@ Quanto mais aspectos forem necessarios a considerar em uma
discretizacdo (momentos, valores extremos, co-variancias, por
exemplo), mais cendarios serdo necessarios para uma boa
discretizacao. Mas se o modelo de otimizagdo é insensivel a
alguns deles, por que considera-los 7

Em Programacdo Estocastica, a qualidade de uma discretizacdo é
determinada pelo problema de otimizacdo que a emprega.
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Testes de estabilidade

Visam ajudar a esclarecer se, o resultado do modelo de otimizagdo
depende menos do modelo algébrico que relaciona as varidveis, ou
mais de um procedimento de geracdo de cendrios ruim. Estamos
testando o modelo de otimiza¢do ou o procedimento de geracdo de
cenarios ?

© In-sample stability
@ Out-of-sample stabilitily
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Testes de estabilidade

Simplificando a notagdo, usando apenas f(-) para representar as
funcdes envolvidas, exata ou aproximada. Assumimos que as varidveis
de segundo estdgio nas definicdes seguintes sdo implicitas.

@ Problema estocastico com dois estagios.

@ miny f(x,&): representa o problema estocastico de dois estagios
verdadeiro, exato, para uma distribuicdo de probabilidades &.
Assumimos que seja impraticavel resolver este problema, razio
pela qual, formulamos o préximo problema.

@ miny f(x,7T): representa o problema estocastico linear de dois
estagios, para uma arvore de cendrios 7, que aproxima &.

Alexandre Cunha (DCC/UFMG) Geragdo de cendrios 13 /25



In-sample stability

@ N3o possui uma versido deterministica, verifica consisténcia
interna do modelo, certifica uma robustez do processo de
discretizacao.

@ Destacamos dois casos, dependendo do processo de discretizagcdo
propriamente, que pode ser:

e Estocastico
e Deterministico
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In-sample stability: discretizacdo é estocdstica

@ Assumimos que o procedimento de discretizagcdo possa ser
executado diversas vezes, produzindo diversas drvores de
cendrios, digamos: 71,72, 73, ... ,.

o Defina %X; € arg min f(x, 7;).

@ Se
f(5\<1~77) ~ f(&jvﬁ) para todo i #J*

o modelo apresenta in-sample stability.

@ Isso nos faz crer que basta rodar o gerador de discretizagbes e
tomar a primeira arvore de cendrios produzida que temos
consisténcia interna do modelo.
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In-sample stability: discretizacdo é deterministica

@ O procedimento de discretizacdo é deterministico, mas podemos
controlar a dimens3o das arvores de cendrios. Assim, assumimos
que T1,72,73, ..., representam drvores de cendrios distintas, de
tamanhos diferentes, mas ndo muito dispares.

@ Usamos o mesmo critério anterior para caracterizar a estabilidade
interna.

@ Os valores de f(X%;,7;) devem variar pouco quando tomamos
arvores de diferentes tamanhos e ha estabilidade interna.

@ Se, ao acrescentar alguns poucos cenarios, hd uma discrepancia
grande no valor de f(+,-), ha indicios de algum problema de
modelagem.
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In-sample stability: estabilidade na fun¢do objetivo

Por qué medimos a estabilidade em termos de |f(%X;, 7;) — f(X;, 7})| e
nao por meio de ||X; — Xj[|?

@ Problemas estocdsticos costumam ter funcdes objetivos mais ou
menos " planas”, o que significa dizer que solu¢des razoavelmente
distintas podem ser mais ou menos equivalentes em termos
daquilo que a funcao objetivo representa.

e Estabilidade na solugdo (%) é muito mais dificil de ser obtida.

@ N3o se deve prosseguir com um modelo que n3o possui
estabilidade in-sample.
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Out-of-sample stability

Se f(%;,€) =~ f(X;,§), caracterizamos a out-of-sample stability. J

@ Vamos assumir que, embora determinar min f(x, £) seja
impraticdvel, que consigamos avaliar o out-of-sample value
(%, &) para um x = X especifico. Isto significa que, para x fixo
em X, devemos avaliar a expectativa do recurso minimo
associado a X.

@ Por exemplo, se £ é discreto mas contém muitos cendrios de
forma que seja necessario discretizar em arvores de cendrios T
que aproximam &. Neste exemplo, obter f(X, &) corresponde a
resolver um grande nimero de problemas de segundo estagio
para x = X.

@ Em casos em que £ é uma distribui¢do continua, avaliar (X%, &)
pode envolver técnicas de simulag¢do.
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Out-of-sample stability

@ Se avaliar f(X, &) for impraticdvel, um teste mais fraco que pode
caracterizar out-of-sample stability é

f()?h,]j) ~ f()?jﬂ 77)
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In-sample vs out-of-sample stability

@ Um modelo que apresenta in-sample-stability pode ser ruim, nao
apresentando out-of-sample stability.

@ Por exemplo, se o processo de discretizagdo sistematicamente
(in-sample) evita uma regido da distribuicdo original e esta regido
tem impacto central na fungdo objetivo.

@ O inverso, estabilidade out-of-sample e instabilidade in-sample
também pode ocorrer. Observe que o argumento usado para o
teste out-of-sample é a solucdo x.
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Exemplo de geracdo de cendrios

@ Geragao de cendrios a partir de dados histéricos.

@ Vamos empregar modelos auto-regressivos para gerar uma série
de dados para construcdo de cendrios.

@ O exemplo vai considerar retornos de 3 ativos financeiros, mas
pode ser aplicado para outros contextos.
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Modelos auto-regressivos

o
2]

o

Dados histéricos para um vetor r de varidveis aleatérias.

ry : representa o vetor em um dado periodo de tempo
ted{l,...., T}

Um modelo auto-regressivo é definido da seguinte forma:

re = Do+Diri_14+Dore o4 Dpry_p+er, t =1+p,..., T (1)

onde p representa o nimero de intervalos de tempo empregados
no modelo, ¢; &~ N(0,X) é um vetor de perturba¢cdes
independentemente distribuidas de média zero, e as matrizes
Do, D1, ..., D, devem ser estimadas via regressao linear, por
exemplo, a partir dos dados histéricos e do modelo (1).

Com o modelo Dy, Dy, ..., D, aprendido e a matriz de
covariancia X relativa aos dados histéricos, geramos perturbacdes
€ para construir uma arvore de cendrios.
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Exemplo: dados de retornos para 3 ativos de 1960 a 2003

Q 3 ativos: ativo 1 (s), ativo 2 (b) e ativo 3 (m)
@ Modelo a ser aprendido: regressdo linear, com p = 1:

Paratodot=2,..., T:

St di dii di2 diz St—1
by | = | do | +| doa dro do3 b:—1
my d3 d31 d ds3 me—1
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Exemplo: dados de retornos para 3 ativos de 1960 a 2003

@ Usando os dados do arquivo retornos.csv e o notebook
associado, obtemos:

0.078
Q@ Dy=d=| 0.047
0.016

—0.058 0.219 0.448

© D;=| —-0.0563 —-0.078 0.707

0.033 —0.044 0.746
@ Desvio padrao dos erros de predicdo do ajuste:
os = 0.165, 0, =0.103, o, = 0.021
@ Criamos uma matriz = diagonal, com diagonal igual a o, 0p,0m
e utilizamos uma N(0, X) para gerar um cendrio para os retornos
do préximo periodo (ano = 2004) a partir dos dados disponiveis
para 2003 e Dy, D;.
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Exemplo: Cendrio para 2004, o primeiro né da arvore de cenarios

@ Input para a construgdo da primeira ramificacdo, a partir do né
2003 da arvore de cenarios:

@ retornos.csv: Syy3 = 0.2868, baggs = 0.0054, mypo3 = 0.0098
e 0, =0.165, 0, =0.103, 0, =0.021
@ Usando um gerador de nimeros aleatérios para uma distribuicao
normal multivariada N(0,X), obtemos, por exemplo:
o €000 = —0.186, €y, = 0.052, €f,, = 0.007.
@ 52004 — 0.285, b2004 = —0.013, Mopos = 0.026.
© Geramos diversos outros cendrios para 2004, e para cada um
deles, cendrios para 2005. A partir destes, geramos cendrios para
2006, etc, ...

Q Para esta aplicacdo especifica, é necessdrio identificar e corrigir
possibilidades de arbitragem nos cendrios gerados (assunto ndo
tratado aqui).
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