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Abstract. In recent years, the task of sentiment analysis has attracted much interest from the machine learning
community. Considering the benefits offered by this analysis, it is increasingly necessary to analyze feelings and opinions
that are expressed continuously in sentiment streams provided by users in social media channels. Many automatic
classification techniques have been used to perform this sentiment analysis, however, these techniques are not always
appropriate to address the changes that occur in the sentiment stream (i.e., sentiment drift). This work aims to present
an approach for adaptive analysis of sentiment streams that allows not only model learning, but also forgetfulness of
obsolete pieces of the model during sentiment analysis. In the proposed approach, we combined a classifier based on
association rules with a forgetfulness approach based on Active Sliding training Window (ASW). The use of association
rules allows us to perform incremental learning while producing classification models in real-time. The processing on
windows, it turn, use an active sampling technique, which keeps the most significant examples in the training set with a
temporal bias. The proposed approach was empirically evaluated using Twitter. The results indicate that our approach
is more efficient when compared against approaches that use all training (up to 43% gain) or a sliding window of fixed
size (up to 24% gain).

Resumo. Nos ultimos anos, a tarefa de analise de sentimentos tem atraido muito interesse por parte da comunidade de
aprendizado de maquina. Considerando os beneficios oferecidos por esse tipo de analise, faz-se cada vez mais necessario
analisar sentimentos/opinides que sdo expressos continuamente em midias sociais (i.e. analise de fluxo de sentimento).
Muitas técnicas de classificacdo automatica tém sido utilizadas para realizar tal anélise, entretanto, nem sempre essas
técnicas sdo adequadas para tratar as mudangas que ocorrem no fluxo de sentimento (i.e., o sentiment drift). O objetivo
deste trabalho consiste em apresentar uma abordagem para analise adaptativa de fluxo de sentimentos que permite nao
apenas o aprendizado de modelos de classificagao, mas também o esquecimento de partes obsoletas do modelo durante
a analise de sentimentos. Na abordagem proposta, combinamos um classificador baseado em regras de associacdo com
uma solucdo de esquecimento baseada em Janela de treino Deslizante Ativa (JDA). A utilizacdo de regras de associagio
nos permite realizar um aprendizado incremental e produzir modelos de classificacdo em tempo real. O processamento
em janelas, por sua vez, utiliza uma técnica de amostragem ativa, a qual mantém os exemplos mais significativos no
conjunto de treino com um viés temporal. A abordagem proposta foi avaliada experimentalmente a partir da simulagao
da classificagdo em tempo real de mensagens enviadas através do Twitter. Os resultados indicam que nossa abordagem
¢ mais eficiente se comparada a abordagens que utilizam todo treino (ganho de até 43%) ou uma janela deslizante de
tamanho fixo (ganho de até 24%).
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General Terms: Algorithms, Experimentation, Performance
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1. INTRODUCAO

A web deixou de ser um espaco que interliga exclusivamente documentos, paginas ou recursos para
tornar um ambiente de comunicagao, no qual produtores e consumidores de contetido se misturam
e interagem, estabelecendo assim novas formas de criar, organizar, compartilhar e utilizar o conhec-
imento [Easley and Kleinberg 2010]. Uma das fontes para geragio desse contetdo sdo os softwares
(ou midias) sociais (e.g., Orkut, Twitter e Facebook), onde milhdes de usuarios sdo encorajados a
compartilhar e expressar suas opinioes e sentimentos. Nesse contexto, a descoberta de conhecimento a
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partir do conteido expresso pelos usuérios da web oferece oportunidades estratégicas para diferentes
areas.

Nos ultimos anos a tarefa de analisar contetdo, a partir dos sentimentos nele expressos, tem sido
amplamente estudada [Bifet and Frank 2010]. Considerando os beneficios da analise de sentimento e o
potencial dos canais de midias social como fonte de contetido opinativo, cada vez mais se faz necessario
realizar analise de sentimentos a partir dos dados gerados nos softwares sociais. Nessas aplicagoes é
possivel mensurar o sentimento expresso continuamente pela populacao online sobre diversos assuntos
(e.g., epidemias [Chew and Eysenbach 2010], eleigbes e eventos esportivos [Silva et al. 2011]), e as
meétricas obtidas podem ser utilizadas por diversas areas no processo de tomada de decisao.

A analise do contetido gerado a partir de midias sociais difere das tradicionais porque segue o
paradigma de fluxo de dados. Nesse modelo os dados chegam de forma continua, em um volume quase
imprevisivel e sujeito a mudangas na distribuicao dos dados e nos padroes relacionados as classes.
Essas mudancas sao conhecidas como concept drift e no cenario de anélise de fluxo de sentimento
elas serao referenciadas como sentiment drift. Muitas técnicas de classificacdo automatica tém sido
utilizadas para a realizacao da analise de sentimento, entretanto, essas técnicas normalmente nao estao
adequadas para realizar essa analise a partir do fluxo de dados (i.e., andlise de fluxo de sentimento).
Pesquisadores apontam esse tipo de anélise como um dos maiores desafios enfrentados atualmente
em 4reas como aprendizado de maquina e mineragao de dados [Bifet and Frank 2010]. Dentre esses
desafios é possivel destacar: (1) a necessidade dos classificadores se adaptarem as constantes mudangas
no fluxo e (2) o fato dos classificadores operarem com limitagoes de memoria, tempo de processamento
e dados rotulados.

Existem muitas propostas de aprendizado incremental [Wu et al. 2006] para anéalise de fluxo de
dados. Entretanto no contexto da analise de fluxo de sentimento, essas abordagens nao sao suficientes
para capturar e tratar o sentiment drift. Nesse contexto é necessario propor solucoes para atualizagao
do modelo de classificagdo em tempo real, e essa atualizagao deve ocorrer de forma a permitir a
adaptagao do modelo com a inclusdo e remogao (i.e., aprendizado e esquecimento) de exemplos do
conjunto de treinamento. Em outras palavras, em anéalise de fluxo de sentimento, aprender com o
decorrer do fluxo é tao relevante quanto esquecer o que ja nao descreve o sentimento atual.

No intuito de adequar o modelo as mudangas que podem ocorrer no fluxo de dados, muitas técnicas
utilizam uma janela de treino de largura W fixa, onde os tdltimos W exemplos inseridos no conjunto
de treino sao utilizados para construcao do modelo de classificagao. Outros trabalhos utilizam uma
funcao de decaimento do peso dos exemplos de treinamento. Contudo tanto a funcao de decaimento
quanto um tamanho W étimo sao desconhecidos uma vez que, nao é possivel prever a taxa de mudanca
dos dados no cenario de analise de fluxo sentimento em tempo real.

Diante do cenério descrito, o objetivo desse trabalho consiste em apresentar uma abordagem para
analise adaptativa de fluxo de sentimentos que permite nao apenas o aprendizado, mas também o
esquecimento durante o processo de classificagao. Essa abordagem faz uso de um classificador baseado
em regras de associacdo, o Lazy Associative Classifier (LAC) [Veloso and Meira Jr. 2011] e de uma
proposta de esquecimento em analise de fluxo de dados denominada Janela de treino Deslizante Ativa
(JDA). O LAC nos permite realizar um aprendizado incremental e produzir modelos de classificagao em
tempo real. A JDA é baseada na teoria do Aprendizado Ativo e seu objetivo é prover ao classificador
a capacidade de manter os exemplos mais significativos no conjunto de treino com um viés temporal.

Aprendizado ativo consiste em uma técnica de amostragem de dados onde, ao invés do conjunto de
treinamento ser composto de exemplos aleatérios, sao selecionados exemplos que provem maior ganho
de informagao. Enquanto um aprendiz passivo obtém todos os dados rotulados de uma tnica vez, um
aprendiz ativo seleciona quais exemplos ele gostaria de ver o rotulo [Zhu et al. 2007]. Esta abordagem,
quando executada adequadamente, pode reduzir exponencialmente a quantidade de exemplos de treino
necessaria para o aprendizado [Kivinen and Mannila 1994]. Uma vez fundamentada nos principios de
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aprendizado ativo espera-se que nossa abordagem reduza o niimero de exemplos de treino necessarios
para o aprendizado, e, consequentemente, garanta que o tamanho da janela (W) seja adequado o
suficiente para: (1) ndo sofrer os efeitos causados pelo sentiment drift e (2) garantir a eficacia do
algoritmo.

A abordagem proposta foi avaliada utilizando o fluxo de mensagens do Twitter relacionadas a
importantes eventos do ano de 2010. Os resultados revelaram que nossa solucao é mais eficaz do que
solugoes que utilizam todo o conjunto de treino possivel para classificagdo (ganho de até 43%) e, aléem
disso, é melhor que as abordagens que fazem uso de janelas de tamanho fixo (ganho de até 24%).

Na proxima secao, apresentamos as estratégias existentes para esquecimento (i.e., remocao de do
conjunto de treino) em fluxo de dados. Em seguida, o algoritmo proposto e a avaliagdo experimental
realizada. Finalmente, a tltima secao apresenta as conclusoes alcangadas.

2. TRABALHOS RELACIONADOS

Na literatura foram identificadas algumas estratégias para esquecimento no contexto de analise de
fluxo de dados que fazem uso de detecgao de mudancgas, ensemble e aprendizado ativo, com intuito de
contornar a necessidade de utilizar uma janela de treino de tamanho fixo. No trabalho realizado por
[Bifet and Gavalda 2007], os autores apresentam um framework para que algoritmos possam aprender
com fluxo de dados de forma adaptativa. Este método é baseado no uso de detectores de mudancas.
A ideia central deste algoritmo é aumentar o tamanho da janela ao valor maximo enquanto o concept
drift nao é detectado.

Em [Zhang et al. 2009] é apresentado um método baseado em ensemble de classificadores em fluxos
de dados. [Zhu et al. 2007] propde um framework de aprendizado ativo baseado em um conjunto de
classificadores. Em [Nakayama and Yoshii 2000] é proposta uma metodologia de esquecimento ativa
onde o objetivo é localizar exemplos com "mé influéncia"para a previsao correta.

Nossa solucao difere das abordagens apresentadas nessa se¢do por trés motivos principais: (1) A
teoria do aprendizado ativo suporta a possibilidade da reducao exponencial do niimero de exemplos de
treino necesséarios para o aprendizado. Isso faz com que o tamanho da janela seja pequeno o suficiente
para nao sofrer os efeitos causados pelo sentiment drift e grande o suficiente para garantir a eficicia
do algoritmo; (2) N&o é necesséario pré-configurar o tamanho da janela; (3) Nossa abordagem nao
depende da detecgao do sentiment drift para operar, dessa forma, ela nao esta sujeita ao alto custo
computacional exigido pela deteccdo de mudancas no fluxo de sentimento e a possibilidades de erro
no processo de deteccao.

3. ANALISE ADAPTATIVA DE FLUXO DE SENTIMENTOS

Nesta secao é apresentada a abordagem proposta para anélise adaptativa do fluxo de sentimento
gerado pelas mensagens do Twitter. N6s modelamos o processo de aprendizado do sentimento como
um problema de classificacao automaética, para isto, foi utilizado um classificador baseado em regras
de associagao. Para adaptagao do modelo de classificagao, os exemplos de treinamento sao mantidos
ou removidos de acordo com uma janela deslizante baseada na teoria do aprendizado ativo.

3.1 Aprendizado em fluxo de sentimentos

No processo de classificagao automética é preciso utilizar um conjunto de treinamento previamente
rotulado (referenciado nesse trabalho como D) para que o algoritmo execute a predigdo. Quando
essa classificacao ocorre em fluxo de dados, para que os dados que chegam sejam bem representados,
novos exemplos rotulados devem ser inseridos em D e assimilados pelo modelo de classificacao com
o passar do tempo. Por isso, vérios algoritmos que realizam aprendizado incremental a partir desta
atualizagdo, tém sido propostos [Hulten et al. 2001].
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Para realizar o processo de aprendizado em fluxo de sentimentos utilizamos o LAC [Veloso and
Meira Jr. 2011]. Este classificador foi utilizado por realizar aprendizado incremental, a partir de
novos exemplos que chegam rotulados no fluxo, e por demonstrar alta eficiéncia computacional.

Neste algoritmo, a proporcao de cada sentimento contido em uma mensagem ¢, que chega no fluxo,
é quantificada a partir de regras de associagao [Agrawal et al. 1993]. Uma regra de associac¢ao é uma
estrutura que pode ser representada como X — s;, onde o antecedente X é um conjunto de termos e o
consequente s; € o sentimento previsto para as mensagens que contem todos os termos de X. O dominio

de X é o vocabulario de D. A confianga da regra X — s; é denotada como (X — s;), que consiste
o(Xus;)

na probabilidade condicional do sentimento s; dado os termos em X, ou seja: (X — s;) = o)

onde o(a) ¢é a probabilidade de a em D.

No intuito de garantir que toda informagao tutil para classificagao de t sera extraida de D, as regras
sao mineradas em tempo real, a partir da projecao dos dados de treinamento de acordo com os termos
presentes em ¢ [Veloso and Meira Jr. 2011|. Esta caracteristica faz com que o aprendizado incremental
seja realizado com eficiéncia uma vez que novas regras podem ser descobertas a cada nova mensagem
que chega a partir do fluxo.

Apos o modelo de classificacao ser extraido de D, as regras sao utilizadas para pontuar os sentimentos
presentes em t. Cada regra extraida X — s; ¢ um voto, ponderado pela sua confianca (X — s;),
para o sentimento s;. Entao é calculada a média dos votos para cada sentimento s; de acordo com
sua confianga 6, gerando uma pontuagao para s; denotada como s(t, s;). Finalmente a pontuagao de
cada sentimento é normalizada como apresentado na Equagao 1.

psitry = =) 1)

s(t,s5)
0

J
3.2 Janela treino Deslizante Ativa

No contexto de analise de fluxo de sentimento, o sentiment drift consiste em um dos maiores problemas
a ser tratado pelo classificador. Isso porque, uma vez que o fluxo representa a opiniao das pessoas
online sobre um determinado assunto, essa opiniao pode mudar de maneira inesperada em funcao de
acontecimentos imprevisiveis. Para que o conjunto de treino possa representar o fluxo de sentimento
atual de forma significativa é preciso considerar os efeitos do sentiment drift, ndo apenas assimilando
novos exemplos, mas também identificando e efetivamente removendo exemplos que ja ndo descrevem
o fluxo. Em outras palavras, em anéalise de fluxo de sentimento, aprender sobre o fluxo é tao relevante
quanto esquecer exemplos que ja nao o descrevem.

A Janela de treino Deslizante Ativa (JDA) consiste em uma solugao, fundamentada na teoria do
aprendizado ativo, cujo objetivo é permitir ao classificador esquecer exemplos que nao representam
o fluxo atual. Dessa forma, com essa abordagem, espera-se tratar os efeitos do sentiment drift no
fluxo de sentimento, nao apenas com o aumento do treino, mas também com a remogao de exemplos
afetados pelo sentiment drift e a partir deste processo aumentar a eficacia do classificador.

Como estratégia de esquecimento, a JDA mantém na janela de treino exemplos que provéem maior
ganho de informacao para que o classificador aprenda sobre o fluxo. Em outras palavras, ela mantém
um conjunto de treino que prové maior ganho de informagao com um viés temporal objetivando
descrever melhor o fluxo de sentimento atual. Através dessa estratégia, espera-se alcancar uma janela
de tamanho 6timo (i.e., uma janela cujo tamanho seja pequeno suficiente para nao sofrer com os
efeitos do sentiment drift e grande suficiente para que o algoritmo possa aprender com eficacia). Tal
resultado pode ser alcancado, uma vez que a teoria do aprendizado ativo sustenta a possibilidade de
diminuir exponencialmente o conjunto de treino necessario para que o classificador aprenda |[Kivinen
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and Mannila 1994].

No intuito de alcangarmos o objetivo anteriormente descrito utilizamos uma funcao de rank que
elege potencias candidatos a serem removidos da janela atual, a cada novo exemplo rotulado (t)
inserido em D, esta funcédo é descrita na Equacao 2. Para que a operacao seja realizada com eficiéncia
computacional o treino é projetado, de acordo com os termos em ¢ [Veloso and Meira Jr. 2011].

s(t, g 1—@
(- D ) ©)

Na funcao de rank (Equagdo 2) t é o exemplo a ser inserido em D, j é um exemplo € D e j # ¢,
m denota o momento que o exemplo foi inserido no treino (uma vez que os exemplos sao inseridos
sequencialmente), e finalmente, s indica a similaridade entre dois exemplos. Nesse caso, quanto
maior a similaridade entre os exemplos e a idade do exemplo do treino, maior é o rank. A fungao
de similaridade utilizada no trabalho consiste no coeficiente de Jaccard, esta que é apresentada na
Equagao 3.

_linj]

s(i,j) = —= (3)
li vl
Calculado o rank para os exemplos em D, aquele com maior pontuacao é removido da janela de

treino. Para definir se a pontuagao do exemplo selecionado é suficiente, utilizamos um limiar que deve

ser arbitrariamente pequeno. Se a pontuacao for menor ou igual ao limiar o exemplo serd mantido no
conjunto de treino. O limiar foi definido experimentalmente como 0.1. Dessa forma o limiar garante

que exemplos significativos sejam mantidos no treino na insergao de exemplos com informagoes novas.

Através dessa solugao pretende-se manter na janela os exemplos que fornecem maior ganho de
informagao, uma vez que removemos o exemplo com maior similaridade ao que esté sendo inserido
no treino. Além disto, espera-se manter uma amostra de treino com um viés temporal, uma vez que
os exemplos mais recentes terao menor probabilidade de serem removidos da janela de treino. Tal
estratégia pode impactar significativamente na redugao do tamanho da janela e minimizar a chance
da mesma contemplar exemplos afetados pelo sentiment drift.

4. AVALIAGCAO EXPERIMENTAL

Assim como no trabalho realizado por [Bifet et al. 2009], o método utilizado para avaliar nossos re-
sultados consistiu na abordagem denominada Interleaved Test-Then-Train. Através dessa abordagem
o exemplo ¢ utilizado pelo classificador para teste e logo ap6s como treino. Desta forma é possivel
verificar o comportamento do modelo que esta sendo testado em exemplos que ele ainda desconhece.
A vantagem desse método consiste no fato dele nao exigir um conjunto de validagao para o teste, em
outras palavras, ele utiliza ao maximo os dados disponiveis [Bifet et al. 2009]. A seguir apresentamos
as colecoes de dados utilizadas no experimento.

4.1 Colegao de Dados

Para a avaliagao foi simulada a classificacao em tempo real de mensagens do Twitter relacionadas a
importantes eventos de 2010. As colegoes de dados utilizadas foram apresentadas em [Silva et al.
2011] e suas principais caracteristicas sdo apresentadas na Tabela I. A partir destas colegbes é possivel
avaliar a soluc@o proposta em diferentes idiomas, tipos de sentimentos rastreados e sentiment drift
(i.e., em cenarios que os sentimentos mudam de diferentes maneiras no decorrer do tempo).
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Table I.  Colegoes de Dados

Colegao Idioma # mensagens | Sentimentos Ras- | Velocidade do Fluxo
treados
Eleigoes Presidenciais no Brasil | Portugués | 66.643 Positivo e negativo 0.02 mensagens/seg.
Personalidade do Ano Inglés 5.616 Aprovacdo, surpresa, | 0.2 mensagens/seg.
sarcasmo, reprovacao e
revolta
Copa do Mundo de Futebol Portugués | 3.214 Positivo e negativo 1.12 mensagens /seg
Copa do Mundo de Futebol Inglés 1.432 Positivo e negativo ’ ’

Nessas colegOes as mensagens sobre Elei¢coes Presidenciais no Brasil foram classificadas como negati-
vas ou positivas em fun¢ao da candidata Dilma Rousseff. A base formada por mensagens relacionadas
ao evento Personalidade do Ano eleita pela revista Times foram classificadas em relagdo ao sentimento
das pessoas diante da escolha de Mark Zuckerberg como merecedor do prémio ao invés de Julian As-
sange. Finalmente, a colecao de dados com mensagens sobre a copa do mundo aborda a opiniao das
pessoas em relagao ao jogador Felipe Melo no ultimo jogo da Selegao Brasileira pela Copa de 2010. Os
graficos da Figura 1 evidenciam a ocorréncia do sentiment drift presente nessas cole¢oes descrevendo
mudancas na distribui¢ao dos sentimentos. Além disto, nos permite ilustrar a correlagao entre as
mensagens do Twitter e os sentimentos no mundo real.

Na Figura 1(a), por exemplo, é possivel verificar que a opinido dos usuarios do Twitter em relagao ao
jogador Felipe Melo mudou durante a tltima partida do Brasil pela Copa em fun¢ao da participagao
do jogador nesse jogo. No primeiro tempo do jogo é possivel observar uma maior porcentagem de
mensagens positivas em relacdo ao jogador uma vez que ele foi o responséavel pelo passe que finalizou
em um gol a favor da Sele¢ao Brasileira. Contudo, no segundo tempo, houve uma mudanca inesperada
de opiniao - aumento de mensagens negativas. Essa mudanga reflete no sentimento das pessoas a partir
do momento em que o jogador faz um gol contra e posteriormente é expulso. O sentimento negativo
tende a se intensificar no final da partida, isso porque o Brasil foi eliminado da Copa nessa ocasiao e
a responsabilidade da derrota foi atribuida ao jogador.
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Minutos de jogo Dias da campanha Distribuigdio de classes por dia
(a) Copa do Mundo (Portugués) (b) Eleicoes Presidenciais no Brasil (c¢) Personalidade do Ano

Fig. 1. Distribuigao de classes ao longo do tempo

Nas Figuras 1(b) e (c) é possivel verificar, respectivamente, a positividade do sentimento da popu-
lacao em relagao a candidata Dilma e a distribuigao dos sentimentos, ao longo do tempo, em relagao
a eleicao da personalidade do ano de 2010. Em ambos os casos, os sentimentos expressos no refletiam
aos acontecimentos da vida real, sejam eles relacionados & campanha a presidéncia da reptblica, ou
relacionados ao perfodo em que se discutiu sobre o prémio de personalidade do ano.
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Através desses graficos é possivel verificar a alta correlagao entre o fluxo de sentimento expresso
nas mensagens do Twitter e a opiniao das pessoas no mundo real sobre o assunto em anélise. Tal
constatagao serve como motivagao para analisar o fluxo de sentimento gerado a partir dessa aplicagao.

4.2 Resultados Obtidos e Discussao dos Resultados

Nesta segao apresentamos e discutimos os resultados obtidos com a solugao proposta contrastados
com outras abordagens. Em nossa avalia¢do utilizamos como métrica o Mean Squared Error (MSE)
- para essa métrica, quanto menor o valor alcangado, melhor o resultado da abordagem. O MSE
foi utilizado para verificar a capacidade do algoritmo de quantificar a proporcao de cada sentimento
presente na mensagem analisada, uma vez que esse € o objetivo da analise de sentimento e, além disto,
uma mensagem pode conter mais de um sentimento.

No intuito de contrastarmos os resultados obtidos através da JDA com outras abordagens, uti-
lizamos como linha de base duas diferentes abordagens que também foram aplicadas ao LAC: (1) uma
abordagem que utiliza janela de treino de tamanho fixo (W), para isto nés executamos experimentos
com diferentes tamanhos de W, e (2) uma abordagem que utiliza todo o conjunto de treino possivel.
No caso em que a janela de treino era de tamanho fixo, apresentamos os melhores resultados na
variagdo do tamanho (W) da janela. A Tabela II sumariza os resultados obtidos.

Através da analise dos resultados descritos na Tabela II é possivel constatar que, para a maioria das
colegdes de dados, a nossa abordagem (JDA) alcangou melhores resultados. No que se refere a cole¢ao
de mensagens sobre as Elei¢oes Presidenciais, o ganho da JDA em relagao a solugao que utiliza janela
de tamanho fixo foi de 24%, em relacao a abordagem que utiliza todo treino o ganho foi de 43%. Para
a base que contempla mensagens sobre a Personalidade do Ano a JDA apresentou um ganho de 11%
sobre as demais abordagens. J& em relagdo a colegdo da Copa do Mundo (mensagens sobre Felipe
Melo) em Portugués o ganho da JDA foi de 1% se comparada & janela de tamanho fixo e 18% se
comparada & abordagem que utiliza todo treino.

Somente para a cole¢ao que contempla mensagens em inglés relacionadas ao jogador Felipe Melo, o
resultado alcangado com a JDA é equivalente ao obtido com a solugdo que faz uso de todo o treino.
Esse resultado pode ser devido a uma caracteristica particular dessa colecao. Nessa colecao existe
uma modificagdo brusca nos sentimento fazendo com que mais de 92% da colecao seja formada por
mensagens negativas.

Table II. Resultados comparando Janela Deslizante Ativa, Janela de Tamanho Fixo, Todo Treino Disponivel. Métrica
MSE (melhor resultado marcado com A).

Janela de Tamanho Fixo | Todo Treino | Janela Deslizante Ativa
w 1000 2000 3000 - 526 (médio)
Eleigoes Presidenciais no Brasil | 0.1074 | 0.1227 0.1337 0.1445 0.0820 A
w 700 2100 2800 - 104 (médio)
Personalidade do Ano 0.3042 | 0.3050 0.3026 0.3006 0.2690 A
w 500 1000 1500 - 73(médio)
Copa do Mundo (Portugués) 0.0539 | 0.0594 0.0618 0.0649 0.0531 A
w 300 600 900 - 69(médio)
Copa do Mundo (Inglés) 0.2238 | 0.2061 0.2028 0.2015 A 0.2030

A partir desses resultados é possivel verificar que a abordagem utilizando JDA pode ser considerada
eficaz se comparada a solugoes que utilizam todo o conjunto de treino e, além disso, ela é melhor que
a abordagem que utiliza de janela de tamanho fixo. Nesse tltimo caso, a JDA se destaca com a
vantagem de ndo exigir a pré-configuracao do tamanho da janela de treino.
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5. CONCLUSAO

Nesse artigo apresentamos uma solugao para analise adaptativa de fluxo de sentimento utilizando um
algoritmo baseado em regras de associagao e uma nova abordagem para esquecimento denominada de
Janela de treino Deslizante Ativa (JDA). Isso porque para que o conjunto de treino possa representar
o fluxo de sentimento atual de forma significativa é preciso considerar os efeitos do sentiment drift,
nao apenas aumentando o conjunto de treino, mas também identificando e efetivamente removendo
exemplos que ja nao descrevem o fluxo. Nossa solugao é baseada na teoria do aprendizado ativo e
prové ao classificador automético um conjunto de treino altamente significativo com viés temporal
que melhor descreve o fluxo de sentimento atual.

A abordagem utilizando JDA foi avaliada durante a classificacdo de mensagens do Twitter rela-
cionadas a importantes eventos ocorridos em 2010 e contrastada com outras abordagens que fazem
uso de todo conjunto de treino ou de uma janela de treino fixa para classificagao. A JDA se mostrou
mais eficiente se comparada as outras abordagens citadas, com ganhos de até 43%.

Esses resultados refletem aspectos da teoria de aprendizado ativo, que sustenta a hipotese da JDA
de reduzir niimero de exemplos de treino necessérios para o aprendizado, de tal forma que o tamanho
da janela seja pequeno o suficiente para nao sofrer os efeitos do sentiment drift e grande o suficiente
para garantir a eficicia do algoritmo. Além disso, uma vez que a JDA nao depende da detecgao do
sentiment drift para operar, ela nao esta sujeita ao alto custo computacional dessa deteccao. Como
trabalho futuro pretendemos evoluir essa abordagem para integra-la efetivamente a solugao de auto
aumento de treino, pelo classificador, apresentada em [Silva et al. 2011].
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