DISCIPLINA DE APRENDIZADO DE MAQUINA
Proponente: Adriano Alonso Veloso

Objetivo

Introduzir a teoria, os fundamentos e as principais técnicas de Aprendizado de
Maquina. Discutir recentes aplicagoes da Aprendizado de Maquina, tais como
recuperacao de informacao, robdtica, mineracao de dados, bio-informatica,
bancos de dados, processamento de imagens, e reconhecimento de padroes.

Ementa

Aprendizado Supervisionado

Teoria de Aprendizagem

Aprendizado Nao-Supervisionado

Aprendizado Semi-Supervisionado e Transdutivo

Aprendizado Ativo

Resumo do Programa

e Aprendizado Supervisionado
— Minimizacao do Erro Quadratico. Regressao Logistica. Percep-
tron.

— Naive Bayes. Arvores de Decisdo. Classificadores Associativos.
k-NNs. SVMs.



— Métodos de combinacao: Votacao, Bagging, Boosting, Stacking.
— Métodos de calibracao: Binning, Regressao.

— Avaliagao de algoritmos.
e Teoria de Aprendizagem

— No Free Lunch.
— Bayes-Error.

— Cenario PAC.
— Dimensao VC.
Estabilidade.

— Complexidade de amostragem.

e Aprendizado Nao-Supervisionado

— K-Means. Expectation-Maximization.
— Principal Component Analysis. Independent Component Analy-
sis.

e Aprendizado Semi-Supervisionado e Transdutivo

— Auto-Treinamento. Co-treinamento.

— Técnicas de Transducao.
e Aprendizado Ativo

— Escolha por ganho de informacao.
— Escolha por cobertura.
— Escolha por curiosidade.

— Areas de incerteza.
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