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“Don’t Panic.”

(Douglas Adams, The Hitchhiker’s Guide to the Galaxy)

1X






Resumo

Cada vez mais, dados extraidos de redes sociais sao utilizados para a construcao de
novas aplicagoes e servigos, como plataformas para monitoramento de transito, identi-
ficacao de surtos epidémicos, bem como varias outras aplicacoes associadas a criacao
de cidades inteligentes, por exemplo. Entretanto, tais servigos sao vulneraveis a ata-
ques de bots — contas automatizadas — que buscam adulterar estatisticas de percepcao
publica postando um excessivo niimero de mensagens geradas automaticamente. Bots
podem invalidar diversos servigos existentes, o que torna crucial entender as principais
formas de ataque, bem como buscar mecanismos de defesa. Este trabalho apresenta
uma ampla caracterizacao do comportamento de bots no Twitter. A partir de uma
base de dados real contendo 19.115 bots, foram identificadas diversas caracteristicas
dos bots, extraidas de padroes de comportamento e de escrita de texto, que possuem
alto poder discriminativo. A partir dessas caracteristicas, apresentamos um método
de deteccao automédtica de bots capaz de detectar 92% deles, enquanto menos de 1%
dos usuarios reais sao classificados erroneamente. Finalmente, realizamos um estudo
sobre quais caracteristicas tornam os bots mais bem sucedidos em tarefas de infiltra-
¢ao. Para isso, foram criados 120 socialbots no Twitter. Durante 30 dias monitoramos
seu comportamento e todas suas interagoes com usudarios da rede, assim como com
600 usuarios-alvo. Durante esse periodo nossos bots interagiram 5.966 vezes com 2.637

usuarios do Twitter.

Palavras-chave: Twitter, Bots, Redes Sociais, Aprendizado de Maquina.
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Abstract

More and more, data extracted from social networks is used to build new applications
and services, such as traffic monitoring platforms, identification of epidemic outbreaks,
as well as several other applications related to the creation of smart cities, for example.
However, such services are vulnerable to attacks from bots — automatized accounts —
seeking to tamper statistics of public perception posting an excessive number of messa-
ges generated automatically. Bots can invalidate many existing services, which makes
it crucial to understand the main forms of attacks and to seek defense mechanisms.
This work presents a wide characterization of the behavior of bots on Twitter. From
a real data set containing 19,115 bots, several characteristics of bots were identified,
extracted from behavior and writing patterns, that have discriminative power. From
these features, we present an automatic detection method capable to detect 92% of the
bots while only less than 1% of real users are misclassified. In addition, we conducted
a study on which characteristics makes a bot most successful in infiltration tasks. For
this study we created 120 socialbots on Twitter. During 30 days we monitored their
behavior and interactions with all network users, as well as 600 target users. During
this period our bots had 5,966 interactions with 2,637 Twitter users.

Keywords: Twitter, Bots, Social Networks, Machine Learning.
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Capitulo 1

Introducao

O Twitter é uma das redes sociais mais populares da atualidade, na qual seus usua-
rios geram mais de 500 milhdes de mensagens diariamente (Protalinski [2013]), o que,
aliado a sua API aberta, tem tornado a plataforma largamente utilizada para servigos
de extracao de conhecimento. Como exemplo podemos citar a predicao de mudancas
no mercado de agoes (Zhang & Paxson [2011]), a deteccao de catdstrofes em tempo
real (Sakaki et al. [2010]), deteccao de focos de epidemias (Gomide et al. [2011]) e
também andlise de opinido (Tumasjan et al. [2010]). Geralmente, esses servigos usam
amostras do Twitter, tornando-se vulneraveis a ataques com o objetivo de adulterar
suas estatisticas. Por exemplo, um ou mais usudrios podem postar mensagens sobre um
topico especifico para direcionar os resultados de um algoritmo de andlise de opiniao.
Mais importante, robos (ou bots) podem ser utilizados para postar mensagens envie-
sadas sobre um tépico especifico (e.g., postar mensagens favorecendo algum candidato
politico).

Socialbots, bots desenvolvidos de forma a se passar por humanos, ja sao usados
com o objetivo de enganar e influenciar outros usudrios na rede (Messias et al. [2013];
Harris [2013]). Esses bots se aproveitam de um conjunto de vulnerabilidades inerentes
das redes sociais atuais para se infiltrar na rede de usudrios legitimos (Boshmaf et al.
[2012]). Dessa forma os mesmos possuem a capacidade de comprometer a estrutura
da rede social (Boshmaf et al. [2011]), permitindo assim que eles ganhem influéncia na
rede. Bots podem ser explorados para a difusao de propaganda e informacoes erradas
na rede. Por exemplo, uma rede de socialbots pode ser usada para a propagacao de
acoes politicas ou publicitarias que tentam criar a impressao de que sao movimentos
espontaneos e populares (Ratkiewicz et al. [2011]). Além disso, bots ja sdo usados
por candidatos politicos durante campanhas eleitorais com o objetivo de alterar os

“trending topics” (Orcutt [2012]), ou para aumentar artificialmente seus nimeros de
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seguidores, e consequentemente seus indices de popularidade (Calzolari [2012]). Este
cenério sé piora quando consideramos a existéncia de servicos de venda de bots.}2:3:4

A quantidade exata de bots no Twitter é desconhecida. Chu et al. estimam que
50% das contas sejam associadas a bots (Chu et al. [2012]). Contudo, o Twitter afirma
que contas falsas ou spammers representam apenas 5% dos seus 215 milhoes de usudrios
ativos (Gara [2013]). Seja 5% ou 50%, entender o impacto dos bots no Twitter, assim
como desenvolver estratégias para sua deteccao é crucial para garantir a credibilidade

e seguranca dos servicos que usam o Twitter como fonte de dados.

1.1 Objetivos

Neste trabalho realizamos um estudo em largura sobre bots no Twitter, dessa forma,
realizamos dois estudos complementares para entender o seu impacto, assim como a
criagao de uma estratégia de defesa contra ataques de bots. Os objetivos deste trabalho

Sa0:

(a) Estudar o processo de infiltragao de bots na rede do Twitter. Para isso, foram cri-
ados 120 socialbots no Twitter. Durante 30 dias monitoramos seu comportamento
e todas suas interacoes com usudrios da rede, assim como com 600 usudrios-alvo.
Ao final de nosso experimento, analisamos que fatores tornam um bot mais bem

sucedido em tarefas de infiltracao

(b) A criacdo de uma estratégia supervisionada para detecgao de bots. Para isso foi
construida uma colecao contendo 19.115 bots, identificados através de uma aborda-
gem de identificagao de padroes automaticos de postagem. Além disso, estudados
o poder discriminativo de diversas caracteristicas dos bots, extraidas de padroes

de comportamento e de escrita de texto.

1.2 Contribuicoes

As principais contribuicoes deste trabalho sao:

e Estudo sobre a vulnerabilidade de usuérios do Twitter a ataques de bots.

thttp:/ /www.jetbots.com/
2http://youtubebots.org/
3http://instagress.com/
4http:/ /bestsocialbots.com/
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e Estudo de vérios atributos dos bots e seu impacto em tarefas de infiltragao no
Twitter.

e Estudo de diversas caracteristicas de usuarios e seu impacto em tarefas de infil-

tracao no Twitter.
e A caracterizagao do comportamento de bots em uma grande base de dados .

e Identificacao de atributos linguisticos na postagem de bots, que até onde tenha-

mos conhecimento nunca foram utilizados para a deteccao de bots.

e Criacao de um método de deteccao automatica de bots que explora os atributos

identificados.

e Disponibilizacao das bases de dados utilizadas neste trabalho.

1.3 Organizacao do texto

O texto esta organizado da seguinte forma: no capitulo 2, serao introduzidos os con-
ceitos fundamentais utilizados neste trabalho e sera apresentada uma revisao da bibli-
ografia relevante ao tema; no capitulo 3, serd explicada nossa estratégia de deteccao
de bots, assim como os resultados obtidos pela mesma; no capitulo 4, detalharemos
o processo de infiltracao realizado por 120 bots durante o periodo de 30 dias, além
de apresentar os resultados obtidos; por fim, no capitulo 5, sao apresentadas nossas

principais conclusoes e os trabalhos futuros.






Capitulo 2

Referencial Teodrico e Trabalhos

Relacionados

2.1 Bots

Um bot é uma aplicacao de software que executa tarefas automatizadas. Normalmente,
bots executam tarefas que sao simples e repetitivas, a uma taxa muito mais elevada do
que seria possivel para um ser humano. Um conjunto de bots conectados a Internet
que se comunicam com a finalidade de executar uma tarefa em comum é denominado
de Botnet.

Bots, ou botnets, podem ser utilizados para uma série de ciberataques, entre os

principais temos:

e Spam: o termo spam refere-se ao envio de mensagens nao solicitadas em massa,
especialmente publicidade. Enquanto a forma de spam mais conhecida sao os
e-mails de spam, o termo também se aplica a abusos similares em varios meios:

foruns, chats, paginas web, maquinas de buscas e redes sociais online.

e Phishing: é uma fraude eletronica, caracterizada pelo ato de tentar tornar-se
dono de informagoes pessoais (e.g., senhas e dados bancérios). Para isso o frauda-
dor se faz passar por uma pessoa ou empresa confidvel enviando uma mensagem
eletronica oficial. Os principais meios usados para a fraude sao e-mail, mensagens

instantaneas, SMSs e redes sociais.

e Ataque Sybil: refere-se ao uso de multiplas contas para burlar um sistema de
reputacao. Nesse tipo de ataque, um usuario mal-intencionado cria vérias identi-

dades com o objetivo de tirar proveito dessas identidades para atacar o sistema.

5
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Por exemplo, em redes sociais como o Yelp,! onde os lugares sao avaliados com
base em notas dadas pelos usudrios, um fraudador pode criar varias identidades

para manipular a popularidade dos mesmos.

e Link Farm: referia-se originalmente ao processo de troca reciproca de hiper-
links entre paginas web com o objetivo de influenciar os resultados de maquinas
de buscas. Uma fazenda de links é uma forma de spam no indice de maquinas de
busca. A principal consequéncia desta atividade é que a qualidade dos resultados
das buscas diminui. Além disso, os indices de maquinas de buscas sao inflados
com paginas irrelevantes, dessa forma aumentando o custo de cada consulta pro-
cessada. Portanto, a identificacao de web spam é um dos principais desafios de

maquinas de busca Henzinger et al. [2002].

A principal técnica anti-bot utilizada é o uso de CAPTCHAS, que é na realidade
um teste de Turing reverso usado para distinguir entre um utilizador humano e um bot
através da codificacao grafica de textos. Outra técnica largamente usada consiste no uso
de algoritmos de aprendizado de maésquina para detectar padroes de comportamento

considerados suspeitos.

Type the two words:

Figura 2.1: Exemplo de CAPTCHA

2.2 Tipos de ataques e seus mecanismos de defesa

Nesta secao apresentamos os principais mecanismos de defesa propostos na literatura

para os varios tipos de ataques:

2.2.1 Spam
2.2.1.1 E-mail Spam

O recebimento de mensagens eletronicas indesejadas ¢ ainda hoje um problema sé-

rio. Estudos indicam que foram enviados mais de 94 bilhoes de mensagens de spam

Thttp://www.yelp.com/
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por dia em 2012 (Grandoni [2012]). Além disso, spam ocasiona varios problemas, al-
guns gerando perdas financeiras diretas. Mais precisamente, o desperdicio de trafego,
armazenamento e poder computacional, além do desperdicio de tempo e recursos hu-
manos (Siponen & Stucke [2006]). Finalmente, estima-se que as perdas financeiras
causadas por spam anualmente sejam em torno de $20 bilhoes, enquanto spammers e
comerciantes anunciando spam tenham uma receita bruta de $200 milhoes por ano (Rao
& Reiley [2012]).

Isso mostra que a filtragem de spam é, e provavelmente continuara sendo, uma
importante aplicacao pratica da aprendizagem de maquina. Técnicas de filtragem
bem sucedidas incluem filtros baseados em “Bag-of-Words”, que tratam o e-mail como
um conjunto nao estruturado de tokens (Pantel & Lin [1998]; Sahami et al. [1998];
Drucker et al. [1999]; Androutsopoulos et al. [2000]; Metsis & Metsis [2006]), métodos
baseados em caracteristicas linguisticas (Bratko et al. [2006]; Medlock [2006]; O’Brien
& Vogel [2003]), filtros baseados em cabegalhos ou meta-atributos dos e-mails (Palla
& Dantu [2007)), filtros que usam a rede do usudrio (James & Hendler [2004]; Boykin
& Roychowdhury [2005]; Chirita et al. [2005]), métodos que detectam comportamentos
tipicos de spammers (Yeh et al. [2005]; Hershkop [2006]) e, finalmente, métodos de
filtragem colaborativa (Lazzari et al. [2005]; Zhou et al. [2003]; Damiani et al. [2004];
Mo et al. [2006]; Garg et al. [2006]).

2.2.1.2 Opinion Spam

Com a crescente popularidade de sites de reviews que apresentam opinioes geradas por
usuarios (e.g., Amazon? e Yelp), surge um grande potencial para o ganho monetdrio
por meio de Opinion spam — reviews inapropriados ou fraudentos. Em contraste aos
ataques de spam em servicos de e-mail, spam em reviews podem ser utilizados com
o objetivo de influenciar o usuario na tomada de decisoes (e.g., difamar um produto
ao inserir vérios revisdes falsas de teor negativo). Jindal & Liu [2008] analisaram
5,8 milhoes de reviews da amazon.com, identificando trés principais tipos de spam:
(i) opinioes falsas (comentérios que promovem ou difamam os produtos), (ii) opinides
sobre marcas, porém nao produtos, e (iii) reviews sem opiniao (e.g., anuncios); além de
estratégias de detec¢@o. Posteriormente, Lim et al. [2010] desenvolveram uma técnica

para detectar spammers em reviews com base no seus comportamentos de avaliacao.

http://www.amazon.com/
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2.2.1.3 Spam Social

Com os servigos de e-mail melhorando significante seus métodos de deteccao e filtragem
de spam e a crescente popularidade das redes sociais, os spammers estao migrando para
as mesmas com o objetivo de obter um maior ganho monetario. Dessa forma o spam
em midias sociais aumentou em média 355% no primeiro semestre de 2013 (Franceschi-
Bicchierai [2013]). Em 2012 o Facebook informou que apenas 4% do conteido gerado
por seus usuarios apresenta algum tipo de spam, enquanto o Twitter afirma que ape-
nas 1,5% dos tweets continham spam (Geoffrey A. Fowler [2012]). Esta pratica pode
comprometer a confianga dos usuarios no sistema, prejudicando, assim, seu sucesso na
promogao de interagoes sociais.

Um dos maiores desafios na deteccao de spam em midias sociais é que os spams
geralmente tém forma de imagens e texto, além do contexto da rede social na qual estao
inseridos. O que demanda solugoes abrangentes, que possam considerar texto, imagens
e os recursos da rede social, além de também serem escaldveis e capazes de realizar a
deteccao em tempo real. Thomas et al. [2011] descobriram que e-mails de spam diferem
qualitativamente de maneira significativa de campanhas de spam no Twitter. Entre
alguns estudos sobre spam em redes sociais destacamos:

Benevenuto et al. [2010b] fornecem uma visao geral da poluigdo em sistemas de
compartilhamento de video (evidéncia de poluigao, tipos de poluigao, efeito sobre o
sistema e estratégias de controle). O’Callaghan et al. [2012] propuseram um método
para identificar campanhas de spam no YouTube usando métodos de analise de rede.
Sureka [2011] descreve um método para identificagdo de spammers em comentarios do
YouTube pela mineracao do log de atividades de comentérios dos usuérios. Finalmente,
Benevenuto et al. [2009] estudaram o comportamento de poluidores de conteiddo no
YouTube e desenvolveram um método supervisionado para detecta-los.

Stringhini et al. [2010] realizaram um estudo em trés principais redes sociais
(Facebook, MySpace e Twitter), além de desenvolverem técnicas para identificar spam
bots, assim como campanhas de spam em larga escala. Em outro trabalho, Irani et al.
[2010] analisaram mais de 1,9 milhoes de perfis do MySpace e criaram um método
capaz de detectar perfis de spammers quase no momento de criacao dos mesmos com
mais de 99% de acuracia.

Grier et al. [2010] analisaram 400 milhoes de tweets e detectaram que 8% con-
tinham algum tipo de spam, além disso, analisando o comportamento de spammers,
verificaram que apenas 16% das contas de spam sao claramente bots automatizados,
enquanto que os 84% restantes parecem ser contas comprometidas sendo controladas

por spammers. Benevenuto et al. [2010a] investigaram o uso de aprendizado super-
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visionado para detectar spammers no Twitter, analisando atributos do usuario e seu
comportamento. Lee et al. [2011] realizaram um estudo de longo prazo sobre poluido-
res de conteido no Twitter usando “honeypots”, perfis criados para atrair spammers,
cujo modelo conseguiu detectar spammers com 98% de acurdcia. Finalmente, Thomas
et al. [2013] investigaram, durante 10 meses, o mercado negro de venda de contas em
servigos sociais e criaram um método para a deteccao de contas fraudulentas. Esse
método é capaz de detectar contas fraudulentas com 99% de precisdo antes mesmo
delas iniciarem qualquer atividade ilegal.

Markines et al. [2009] propuseram um método supervisionado para deteccao de
spam em servigos de “social bookmarking” com 98% de acurdcia. Finalmente, Costa
et al. [2013] desenvolveram um método de detecgao de spam em dicas dentro de redes
sociais baseadas em localizagdo. De forma similar Aggarwal et al. [2013a] desenvolve-

ram um mecanismo para deteccao de spammers no Foursquare.

2.2.2 Phishing

Apesar de phishing ser um tipo de spam, caracteriza-se por possuir certas propriedades
Unicas, visto que mensagens de phishing sao projetadas de forma a parecerem mensa-
gens legitimas de uma empresa ou pessoa. Dessa forma, espera-se que mensagens de
phishing sejam mais dificeis de detectar que mensagens gerais de spam.

Com isto em mente, varios métodos foram propostos na literatura para detectar
phishing. Fette et al. [2007] desenvolveram um método para deteccao de mensagens
de phishing em servigos de email. Whittaker et al. [2010] descrevem um sistema em
larga escala para detectar paginas que contenham phishing usando aprendizado de
mdquina com uma taxa de falsos positivos inferior a 0,1%. De forma complementar,
foram desenvolvidos varios métodos para deteccao de paginas de phishing com base
em caracteristicas extraidas da prépria URL (Garera et al. [2007]; Blum et al. [2010]).
Zhang et al. [2007] desenvolveram uma abordagem baseada em contetdo para detectar
sites de phishing baseada em TF-IDF;

Chhabra et al. [2011] identificaram ataques de phishing em redes sociais usando
encurtadores de URL, além disso, detectaram que a maior parte do phishing em tweets é
automatizado. Gao et al. [2010] analisaram 200.000 postagens maliciosas no Facebook e
detectaram que mais de 70% das URLs direcionavam para um site de phishing, além de
detectarem que 97% das mensagens eram postadas a partir de “perfis comprometidos”,
enquanto apenas 3% tinham como origem perfis falsos. Finalmente, Aggarwal et al.

[2013b] desenvolveram um método para detecgao de phishing em tempo real no Twitter.
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2.2.3 Ataque Sybil

Recentemente, uma série de métodos tém sido propostos para se defender contra ata-
ques Sybil aproveitando as redes sociais (Mislove et al. [2008]; Post et al. [2011]; Li &
Subramanian [2010]; Tran et al. [2009]). Viswanath et al. [2012a] analisaram defesas
Sybil baseadas em rede social e dividiram as propostas existentes em duas categorias,
detecgao de Sybil e tolerancia Sybil. A primeira categoria, chamada de métodos de
deteccao de Sybil, funciona através da deteccao de identidades que provavelmente sao
Sybils. Em contraste, os métodos de tolerancia Sybil nao tentam rotular identidades
como Sybil ou nao-Sybil. No lugar disso, seu objetivo é limitar o beneficio que um
atacante pode obter usando multiplas identidades Sybil. Apesar de suas diferencgas,
ambas as técnicas possuem o mesmo objetivo em comum, que é o de impedir que os
atacantes obtenham uma vantagem ao criar e utilizar multiplas identidades na rede.

Os métodos de detecgao de Sybils supoem que, apesar de um atacante poder criar
varias identidades Sybil em redes sociais, essas identidades nao podem estabelecer um
nimero arbitrariamente grande de conexdes sociais para nés nao-Sybil. Dessa forma,
noés Sybil tendem a ser fracamente ligados ao resto da rede, em comparacao com os
nos nao-Sybil. Métodos de deteccao analisam a rede para identificar caracteristicas
topoldgicas resultantes da limitada capacidade dos Sybils de estabelecer lacos soci-
ais (Yu et al. [2006, 2008]; Danezis & Mittal [2009]; Tran et al. [2011]). Em um estudo,
Viswanath et al. [2010], descobriram que apesar das diferengas entre os métodos, todos
eles consistem em identificar comunidades dentro da rede social, que é um problema
largamente estudado na literatura.

Nos métodos de detecgao de Sybils a presenga de nds Sybils é um indicio de
comportamento malicioso, e dessa forma um né nao-Sybil nao deveria interagir com um
no6 Sybil. No entanto, existem razoes legitimas para que um usudrio possa querer criar
varias identidades. Por exemplo, os usuarios podem querer dividir a sua identidade em
uma que ¢ utilizada para interagir com os colegas de trabalho e outra que é usada para
interagir com amigos e familiares. Usudrios postando videos no YouTube podem desejar
publicar contetido sob pseudonimos a fim de evitar revelar sua identidade no mundo
real, enquanto usam uma conta pessoal para classificar videos e postar comentarios.

Uma vez que a mera presenca de usudrios com miiltiplas contas nao é necessaria-
mente um indicio de mal comportamento, os métodos de tolerancia Sybil preocupam-se
nao com a presenca de Sybils, mas sim no seu uso em atividades maliciosas. Mislove
et al. [2008] propuseram um sistema que utiliza as rela¢oes de confianga existentes entre
os usudrios para impedir a comunicac¢ao indesejada. Tran et al. [2009] desenvolveram

um sistema de votagao de conteuido que utiliza redes de confianca entre os usudarios
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para se defender contra ataques Sybil. Post et al. [2011] apresentaram o Bazaar, um
sistema que reforca a reputagao de usuarios em mercados on-line. Bazaar é baseado em
calculos de fluxo méximo em uma rede de risco, uma estrutura de dados que codifica a
quantidade de risco compartilhado entre os participantes recompensados. Finalmente,
Viswanath et al. [2012b] apresentaram o Canal, um sistema eficiente e preciso para
transferir pagamentos de crédito em grandes redes de crédito. Canal foi concebido
para complementar os métodos de tolerancia Sybil j& existentes, como os apresentados

previamente, tornando seu uso pratico no mundo real.

2.2.4 Link Farm

Link Farm tem sido amplamente estudado no contexto da web. Estudos ja demostraram
que algoritmos de ranking podem ser influenciados por certas relacoes no grafo da
web (Bharat & Henzinger [1998]; Lempel & Moran [2000]). Usudrios maliciosos tentam
tirar proveito disso para obter um alto ranking em maquinas de busca. Gyongyi &
Garcia-Molina [2005] estudaram a estrutura de link farms e como suas paginas podem
se interconectar para otimizar rankings.

Varias solucoes para combater link farm foram propostas. Estas solugoes podem
ser divididas em duas categorias principais: técnicas que usam apenas o conteudo das
paginas web, e aquelas que utilizam a estrutura dos links pagina, além das abordagens
que usam os dois tipos de evidencia.

Becchetti et al. [2006] utilizaram métricas baseadas em links para construir um
classificador para detectar automaticamente Web-spam. Gyongyi et al. [2004] propds o
algoritmo de TrustRank; este algoritmo assume que boas péginas geralmente se conec-
tem a outras boas paginas, desta forma o algoritmo atribui altos escores para paginas
confidveis e entdo os propaga de forma similar ao PageRank (Page et al. [1999]). Al-
guns algoritmos que funcionam de forma inversa ao TrustRank, analisam a relagao
de uma péaginas novas com paginas confirmadas de spam, também tém sido propostos
para identificar paginas de spam (Krishnan [2006]; PR0O-Pagerank-Penalty [2002]; Wu
& Davison [2005]).

Ntoulas et al. [2006] propuseram um método de classificacao que usa caracteris-
ticas baseadas no conteido da pagina para identificar paginas de spam. Mishne et al.
[2005] desenvolveram método que utiliza modelos de linguagem para detectar paginas
de spam.

Exemplos que utilizam o conteido da péagina em conjunto com sua estrutura de
links, incluem Fetterly et al. [2004] que detectaram vérias propriedades capazes de

diferenciar paginas de spam, entre elas temos a distribuicao de in-degress e out-degress
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e a excessiva replicacao de conteuido presentes em paginas maliciosas. Castillo et al.
[2007] usam a topologia da rede e o conteido das pédginas para detectar paginas de
spam com o intuito que duas paginas conectadas pertencem a mesma classe (spam ou
nao-spam).

Finalmente, Ghosh et al. [2012] realizaram uma andlise de link farm no Twitter,
descobriram que um pequeno numero de contas legitimas, populares e altamente ativas
sao responsaveis pela maior parte de atividade de link farm no Twitter e que um grupo
de spammers toma proveito desse grupo para ganhar seguidores e reputacao na rede.
Posteriormente, desenvolveram um método de ranking que penaliza os usuarios que

seguern Sspaminers.

2.3 Socialbots

Existem vérios estudos com foco na criacao e anélise de socialbots. O projeto Realboy
visa a cria¢do de bots que imitam usuérios reais de forma verossimil (Coburn & Marra
[2008]). O Web Ecology Project? visa a criagao de socialbots para interagirem com um
grupo de usudrios no Twitter. Messias et al. [2013] criaram bots capazes de interagir
com usudrios legitimos no Twitter. Durante o periodo de 90 dias os mesmos conse-
guiram resultados significantes em sistemas medidores de influéncia como o Klout* e
Twitalyzer.” Boshmaf et al. [2011] projetaram uma rede social de bots com o intuito de
realizar uma infiltracao em larga escala. O estudo demonstrou que redes sociais podem
ser infiltradas com uma taxa de sucesso de até 80%. Finalmente, Elishar et al. [2012]
demonstraram como adversarios podem usar socialbots para coletar informacoes de
funcionarios de uma organizacao, a fim de reconstruir e aprender melhor rede social da
mesma. Em um estudo similar Elyashar et al. [2013] usaram um sofisticado algoritmo
de solicitagoes de amizade, a fim de se infiltrar em usuarios especificos de organizacoes
alvo com até 70% de requisicoes aceitas. De maneira geral, esses esforcos demostram

a vulnerabilidade de redes sociais a infiltragao de bots.

2.3.1 Detectando Bots no Twitter

Apesar dos métodos de detecgao apresentados na segao anterior poderem ser utilizados
para detectar bots envolvidos em atividades maliciosas, seu desempenho nao é claro na

deteccao de bots que nao estejam envolvidos nesse tipo de atividade (e.g., bots usados

3http://www.webecologyproject.org/category/competition/

4http:/ /klout.com/
Shttp://twitalyzer.com/
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para postar a temperatura de uma regiao a cada minuto). Dessa forma, nosso estudo
pode ser considerado ortogonal aos métodos apresentados anteriormente, visto que,
foca na deteccao de bots e nao de padroes de ataques. Entre os principais trabalhos
para deteccao de bots destacamos os descritos nos proximos trabalhos:

Chu et al. [2012] usam técnicas de aprendizado de maquina para identificar trés
tipos de contas: usudrios, bots e ciborgues (usudrios assistidos por bots). Eles mostram
que a regularidade de postagem, a fragao de tweets com URLS e o meio de postagem
(o uso de aplicativos externos) apresentam indicios de qual é o tipo da conta. Além
disso, o método exige que os tweets sejam rotulados como spam e nao-spam. A principal
diferenga desse método para o proposto neste trabalho é que o nosso método nao utiliza
atributos temporais, além do fato de nao exigir a rotulagao de tweets de spam.

Zhang & Paxson [2011] desenvolveram um método para detecgao de contas com
atividade automatizada usando apenas o “timestamp” das mensagens por meio de um
teste x2. Apesar desses métodos apresentarem bons resultados, eles podem ser fa-
cilmente burlados por bots que: (i) postem com intervalos aleatérios ou sigam uma
distribuicao similar a comportamentos tipicos de humanos, (ii) diminuam a fragao de
tweets com URLs, e (iii) usem ferramentas para automagao web que imitem um nave-
gador, (e.g., phantomjs® e o fake”). Dessa forma nossa abordagem visa a identificagao
de atributos mais dificeis de serem burlados por bots, como a estrutura dos tweets e o

padrao de escrita, além das caracteristicas do usuario.

2.3.2 Engenharia Reversa

De forma complementar a detec¢ao de bots, Wagner et al. [2012] criaram um modelo
de aprendizado de maquina para prever a suscetibilidade dos usuarios a ataques de
socialbots, utilizando trés componentes diferentes de atributos (a rede do usuério, seu
comportamento e caracteristicas linguisticas). Seus resultados apontam que usudrios
mais “abertos” a interacoes sociais sao mais suscetiveis a ataques. Posteriormente,
Wald et al. [2013] realizaram um estudo similar e encontraram que o Klout score,
nimero de seguidores e de amigos, sao bons previsores se um usudario ira interagir com
um bot. Neste trabalho realizamos um estudo complementar a estes trabalhos, isto
é, investigamos que caracteristicas tornam um bot mais popular na rede. Para isto,
aplicamos engenharia reversa em algumas caracteristicas detectadas no nosso estudo

de deteccao de bots.

Shttp://phantomjs.org/
"http://fakeapp.com/






Capitulo 3

Detectando bots no Twitter

Neste capitulo, abordamos o problema de detectar bots no Twitter utilizando uma
abordagem supervisionada. Nosso foco estd na identificagao de comportamentos de
bots que extrapolam as estratégias de identificacao de atividade automatica. O capitulo
estd organizado da seguinte forma: Na préxima secao descrevemos a construcao de uma
base de dados de bots utilizada em nossos experimentos. Na secao 3.2 apresentamos um
estudo dos atributos usados por nosso método. Finalmente, na s ecao 3.3 apresentamos

os resultados obtidos por nosso método.

3.1 Base de dados

Para estudar o comportamento de bots no Twitter, precisamos de uma amostra ampla
e representativa de bots e usudrios legitimos. Até onde conhecemos, nenhuma cole-
¢ao com tais caracteristicas esta disponivel publicamente. Descrevemos a seguir como
construimos a colecao para nossos experimentos. O conjunto de dados utilizado é um
“snapshot” completo da rede do Twitter e todos os tweets postados por todos os usué-
rios até agosto de 2009 (Cha et al. [2010]). Mais especificamente, o conjunto de dados
contém 54.981.152 usudrios ligados uns aos outros por 1.963.263.821 arestas. O con-
junto de dados também contém todos os tweets postados pelos usudrios coletados, que
consiste em 1.755.925.520 tweets. Cerca de 8% das contas eram privadas, o que im-
plica que apenas seus seguidores poderiam ver seus tweets. Posteriormente Ghosh et al.
[2012] recoletaram os usudrios desta base de dados em fevereiro de 2011, encontrando
um total de 379.340 contas suspensas pelo Twitter.

Nossa estratégia consiste em investigar essas contas suspensas para identificar
bots, através de um método de deteccao de atividade automatica no Twitter, que foi

previamente mencionado na se¢ao 2.3.1 (Zhang & Paxson [2011]). Além disso, nés sele-

15
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cionamos uma amostra de um milhao de contas nao suspensas que, conjuntamente com
as contas suspensas, foram submetidas ao teste de atividade automética. Uma conta é
reprovada no teste quando ela apresenta um comportamento altamente automatizado
(e.g., postagem de tweets em intervalos regulares de tempo). Finalmente, como o mé-
todo precisa de pelo menos 30 tweets para funcionar, as contas com menos de 30 tweets
foram consideradas “insuficientes”. Apesar do método realizar uma analise simples, o
mesmo nos permitiu criar uma grande colecao rotulada e assim realizar um estudo
de comportamentos mais complexos dos bots no Twitter. Nossa abordagem consiste
em investigar outros aspectos relativos ao comportamento e padroes de escrita dessas

contas, na tentativa de identificar mesmo bots com comportamentos mais complexos.

Tabela 3.1: Teste de atividade automaética

Com atividade automaética | Sem atividade automatica | < 30 tweets

Nao suspensas 5.755 91.118 903.127
Suspensas 19.115 25.355 334.869

Como podemos perceber pelos resultados da tabela 3.1, cerca de 42% das contas
suspensas com pelo menos 30 tweets utilizam algum método de atividade automaética,
enquanto menos de 6% das contas nao suspensas com tweets suficientes usam um
recurso similar.

Para compor nossa base de dados consideramos as contas nao suspensas que
nao apresentaram nenhum método de automatizacao como usudrios legitimos. De
forma similar, consideramos que as contas suspensas com atividade automatica sao
bots. Dessa forma, nossa base de dados contém 110.233 (91.118+19.115) contas e
42.773.272 de tweets.

3.2 Analisando atributos de usuarios

De forma diferente dos humanos, bots geralmente sao criados com algum objetivo espe-
cifico: invadir um grupo de usuarios, espalhar spam, postar mensagens sobre um topico
em particular, etc. Além disso, bots simples nao sao capazes de interagir inteligente-
mente com outros usuarios (e.g., respondendo perguntas encaminhadas aos mesmos).
Dessa forma, é esperado que usuarios e bots possuam comportamentos diferentes. In-
tuitivamente, esperamos que humanos sejam mais sociais e ativos em conversas, en-
quanto que os bots postam mais tweets, enviesados para algum topico em particular
ou contendo URLs. Para comprovar isto, analisamos um grande conjunto de atributos

extraidos de padroes de comportamento e de escrita do texto. Consideramos trés con-
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juntos de atributos: (i) atributos de conteudo, (ii) atributos do usudrio e (iii) atributos

linguisticos.

3.2.1 Atributos do usuario

Atributos do usudrio capturam caracteristicas como a influéncia na rede do Twitter
e as interagoOes sociais do usuario. Foram consideradas as seguintes métricas como
atributos de usudrio: nimero de seguidores, nimero de amigos, a razao de seguidores
por amigos, numero de tweets, idade da conta do usudrio — o nimero de dias entre a
criagao da conta e do tweet mais novo analisado por nés, nimero de vezes que o usuario
foi mencionado, nimero de vezes que o usuario foi respondido, nimero de vezes que o
usuario mencionou alguém, ntimero de vezes que o usuario respondeu alguém, nimero
de amigos dos seguidores do usuario, nimero total de tweets dos amigos do usuéario e

a existéncia de palavras associadas a spam no nome do usuario. No total, temos 12

atributos de usuério.
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Figura 3.1: Funcoes de distribuicao acumulada de trés atributos do usuario.
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Em seguida, analisamos trés caracteristicas do usuério, que podem diferenciar
bots de usudrios legitimos. A figura 3.1 mostra a fungao de distribuicao acumulada
(FDA) dos trés atributos: nimero de tweets respondidos, niimero de mengoes dadas e
idade da conta. A partir das figuras 3.1(a) e 3.1(b) notamos que usudrios legitimos sao
mais sociais e ativos em conversas do que bots. Finalmente, a figura 3.1(c) mostra a
idade da conta do usuario. Podemos observar que bots tendem a possuir contas mais
novas, provavelmente pelo fato de serem bloqueados por outros usudrios ou reportados

para o Twitter por realizarem atividades ilicitas, e.g., postar links de spam.

3.2.2 Atributos de conteudo

Atributos de contetido sao baseados em propriedades dos tweets postados pelos usué-
rios, que capturam caracteristicas especificas relacionadas a forma com que os mesmos
escrevem seus tweets. Devido ao fato dos usuarios geralmente postarem varios tweets,
utilizamos o valor maximo, minimo, médio e a mediana das seguintes métricas: nimero
de hashtags por palavra em cada tweet, nimero de URLs por palavra em cada tweet,
nimero de palavras em cada tweet, nimero de caracteres em cada tweet, nimero de
URLs em cada tweet, nimero de hashtags em cada tweet, nimero de caracteres nu-
méricos (e.g. 1,2,3) em cada tweet, nimero de usudrios mencionados em cada tweet,
nimero de vezes que o tweet foi retweetado. Também utilizamos a fragao de tweets
contendo pelo menos uma palavra relacionada a atividades de spam?, a fracao de men-
sagens que eram respostas, a fracdo de mensagens que mencionam um outro usuario,
a fracao de tweets que contem hashtags, a fracao de mensagens que sao retweets e a
fracao de mensagens que contem URLs. Ao todo temos 42 atributos de contetdo.

A seguir, apresentamos uma analise de trés atributos de conteudo: fragao de
URLs, fracao de tweets com palavras de spam e fracao de hashtags. A figura 3.2
mostra as FDAs destes atributos. A figura 3.2(a) mostra que bots postam mais tweets
com URLs que usudrios legitimos. Contudo, como a figura 3.2(b) indica, bots nao
sao necessariamente spammers, o que aponta que eles possam postar URLs dos mais
diversos tépicos (e.g., noticias sobre um determinado tépico). Finalmente, a figura
3.2(c) revela que bots tendem a postar mais hashtags que usudrios legitimos, talvez

com o intuito de aparecer mais em buscas de determinados tépicos.

Thttp://codex.wordpress.org/pt-br:Palavras_de_Spam
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Figura 3.2: Funcoes de distribui¢ao acumulada de trés atributos de contetdo.

3.2.3 Atributos linguisticos

Atributos linguisticos capturam propriedades especificas do padrao de escrita do usué-
rio, visto que usudrios que postam mensagens sobre varios topicos geram contetido
menos previsivel do que aqueles que se restringem a um tépico em particular. Consi-

deramos as seguintes métricas como atributos linguisticos:

e Tamanho do Vocabulario: Consideramos o tamanho do vocabulario do usué-
rio, isto é, o numero total de palavras diferentes usadas por ele, assim como a

razao entre ele e o numero de tweets do usuario.

e N-gramas: Dado um conjunto de tweets gerados por um usudario, para cada
tweet calculamos o nimero de n-gramas que ja foram usados pelo usudrio em
outros tweets, além da sua razao com o numero total de n-gramas ja utilizados
pelo usudrio. Um n-grama é uma sequéncia contigua de n itens de uma dada

sequéncia de texto, os itens podem ser caracteres, palavras, silabas etc. Um n-
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grama de tamanho 1 é conhecido como unigrama, de tamanho 2 como bigrama
e de tamanho 3 como trigrama. Usamos a média destes valores como atributos
de nosso classificador. Calculamos variacoes desta métrica usando n-gramas de

palavras e caracteres, além de valores de n iguais a 2, 3 e 4.

Distancia do Cosseno: Dado um conjunto de tweets gerados por um usuario.
Para cada tweet computamos a distancia méaxima do cosseno Baeza-Yates &
Ribeiro-Neto [1999] com o resto dos tweets do usudrio. A distancia de dois tweets

¢é dada por

N
2im1 Wi jWig

- N 2 N 2
\/Zi:l Wy 5 \/21':1 Wi 4

Onde, wy 4 € o produto da frequéncia do termo ¢ no tweet d pela frequéncia inversa

diSt(tj7 Q)

do termo nos tweets do usuario. Usamos a média destes valores como atributo

no nosso classificador.

Indice de Jaccard: Dado um conjunto de tweets gerados por um usuario. Para
cada tweet é computado o maximo indice de Jaccard Tan et al. [2005] com o resto

dos tweets postados. O indice de dois tweets é dado por

|AN B|

JAB)= ——

( ) |AU B|
Usamos a média destes valores como atributo no nosso classificador. Além disso,

calculamos trés variagoes do indice usando unigramas, bigramas e trigramas.

Modelo de N-gramas: Dado um conjunto de tweets gerados por um usudrio.
Calculamos a probabilidade de cada tweet ser gerado pelo usuario usando um mo-
delo de linguagem Manning & Schiitze [1999], um modelo estatistico que atribui
a probabilidade de uma sequéncia de m palavras por meio de uma distribuicao de
probabilidade. Para isso, usamos um modelo de n-grama, no qual a probabilidade

P(wy,...,w,,) de observar a sequéncia wy, ..., w,, é aproximado por

P(w17 ) wm) ~ H P<wi|wi—(n—1)7 EE) wi—l)
i=1
Assumimos que a probabilidade de observar a palavra w; é dada por apenas as
ultimas n — 1 palavras, propriedade Markoviana. Dessa forma a probabilidade
condicional pode ser calculada a partir da contagem da frequéncia dos n-gramas

nos tweets restantes do usuério.
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Para cada usuario usamos a média das probabilidades de cada tweet como atri-
buto no nosso classificador. Calculamos variagoes desta métrica usando bigramas

e trigramas de palavras, além de n-gramas de caracteres para valores de n iguais

a2 3ed.

Devido ao custo computacional destas métricas foram analisados apenas os 1ulti-

mos 200 tweets de cada usuario. Ao todo temos 23 atributos linguisticos.
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Figura 3.3: Funcoes de distribuicao acumulada de trés atributos linguisticos.

A seguir, realizamos uma analise de trés atributos linguisticos: A distancia do
cosseno, o indice de Jaccard (trigrama) e o 4-gramas (palavras). A figura 3.3 mostra
as FDAs desses atributos. Podemos notar que o padrao de escrita dos bots é mais

previsivel que o dos usuarios legitimos, visto que usudarios legitimos usam o Twitter



22 CAPITULO 3. DETECTANDO BOTS NO TWITTER

para conversar sobre diversos topicos, enquanto bots tendem a postar mensagens com

foco em um tépico especifico.

3.3 Detectando bots

Nesta secao, analisamos o desempenho dos atributos discutidos na se¢ao anterior em
conjunto com um algoritmo de aprendizado supervisionado para a tarefa de detectar
bots no Twitter. Além disso, apresentamos na secao 3.3.1 as métricas usadas para
avaliar os resultados da classificagao. A segao 3.3.2 descreve o algoritmo de classificagao,

ou seja, o classificador, e ambiente experimental utilizado.

3.3.1 Meétricas de avaliacao

Para avaliar o desempenho de nossa abordagem foram utilizadas as seguintes métricas:
precisao, revocacao, Micro-F1, Macro-F1 e Area sob a curva ROC (AUC). A revoca-
¢ao(r) de uma classe X é a razao entre o niimero de usudrios corretamente classificados
e o numero de usudrios na classe X. A precisao(p) de uma classe X é a razao do
nimero de usuarios corretamente classificados e o niimero total de usuarios previstos
como sendo da classe X. Para explicar essas métricas, usaremos uma matriz de confu-
sao, ilustrada na tabela 3.2. Cada uma das posi¢oes nesta matriz representa o niimero
de elementos em cada classe original, e como eles foram previstos pelo classificador.
Na tabela 3.2, os valores de precisao (ppo) € revocagao (rp,) para a classe bot sao
a a

calculados como ppor = @t © Moot = Gty

Tabela 3.2: Exemplo de Matriz de Confusao

Previsto

Bot Usuério
Verdadeiro Bot a b
Usuério | ¢ d

A medida F1 é a média harmonica entre a precisao e revocacao e é definida como

F1 = (jﬁ:). Micro-F1 e Macro-F1 sao duas variagoes da métrica geralmente utiliza-
das para avaliar a eficacia de um classificador. Micro-F1 é calculada computando os
valores globais de precisao e revocacao para todas as classes, e em seguida calculando
a medida F1. Micro-F1 considera igualmente importante a classificacao de cada usué-
rio, independentemente de sua classe. Esta métrica basicamente mede a capacidade

do classificador de prever corretamente a classe de um usudrio. De forma contraria,
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Macro-F1 é calculado computando primeiro os valores F'1 para cada classe de forma iso-
lada, e posteriormente calcular a média destes valores. Macro-F1 considera igualmente
importante a eficdcia do classificador em cada classe, independentemente do tamanho
relativo da classe no conjunto. Desta forma, essas métricas fornecem avaliagoes com-
plementares da efetividade de um classificador. Finalmente, também foi usada a Area

sob a curva ROC que mede a capacidade discriminativa do classificador.

3.3.2 Classificador e ambiente experimental

Nos nossos experimentos utilizamos o classificador Random Forest Breiman [2001],
visto que ele foi o que apresentou o melhor desempenho dentre os classificadores tes-
tados, dessa forma reportamos apenas seus resultados. A implementacao utilizada em
nossos experimentos é encontrada na biblioteca Scikit da linguagem de programacgao
Python.? Todos os experimentos de classificacao sao realizados usando validacao cru-
zada com 20 particoes. Em cada teste, separamos nosso conjunto de dados em 20
amostras disjuntas, das quais uma ¢ usada como teste e o restante como treino para
nosso classificador. O processo é repetido 20 vezes, de forma que cada amostra é
usada exatamente uma vez como teste. Isso gera 20 resultados diferentes, finalmente,

reportamos os valores médios.

3.3.3 Resultados da classificacao

A tabela 3.3 mostra a matriz de confusao obtida em nossos experimentos. Os nu-
meros apresentados sao as porcentagens relativas ao total de contas em cada classe.
Aproximadamente 92% dos bots e 99% dos usudrios foram classificados corretamente.
Desta forma, apenas uma pequena fracao - menos de 1% - de usudrios foi erroneamente

classificado.

Tabela 3.3: Matriz de Confusao

Previsto
Bot Usuario
92.67%  7.33%
0.94%  99.06%

Verdadeiro Bot
Usuario

Uma pequena frac¢ao (mais de 7%) dos bots foram classificados erroneamente como

usuarios legitimos. Apods uma inspecao manual, percebemos que esses bots tendem a

2
fier.html

http://scikit-learn.org/stable/modules/generated /sklearn.ensemble. RandomForestCl  assi-
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postar poucas URLs e hashtags, além de postarem tweets contendo citacoes. Este
comportamento engana alguns aspectos importantes usados pelo classificador para di-
ferenciar bots de usudrios legitimos. Além disso, analisamos uma amostra dos usuarios
que foram classificados como bots. Notamos que esses usudrios geralmente sao bots
cujo padrao temporal de postagem nao foi detectado pelo algoritmo de deteccao de
atividade automética (e.g., contas que postam as noticias de um blog). Dessa forma
mostrando que nossa abordagem consegue detectar bots com base em padroes mais

complexos.

3.3.4 Importancia dos atributos

Para medir a importancia dos atributos calculamos o ganho de informagao, isto é a
reducao esperada na entropia, de cada um dos mesmos. A tabela 3.4 apresenta o

ranking com os 20 atributos mais importantes segundo esta métrica.

Tabela 3.4: Ranking dos 20 melhores atributos

Posicao | Atributo
1 Idade da conta
2 Fracao de tweets com URLs
3 Numero de URLSs por tweet (média)
4 Indice de Jaccard (Trigramas)
5 Indice de Jaccard (Bigramas)
6 Indice de Jaccard (Unigramas)
7 4-gramas (Palavras)
8 URLSs por palavra (média)
9 Trigramas (Palavras)
10 Fragao de respostas
11 Numero de Amigos
12 Fragao de mensagens que mencionam um usuario
13 URLs por palavra (media)
14 Ntimero de mengoes por tweet (média)
15 Ntimero de URLs por tweet (mediana)
16 Trigramas relativo (Palavras)
17 Numero de digitos por tweet (mediana)
18 Numero de tweets dos amigos do usuario
19 Bigramas (Palavras)
20 numero de mensagens respondidas

Entre os primeiros atributos do ranking temos a fracao de tweets contendo URLs
e o numero médio de URLs por tweet, o que indica que bots postam links com maior

frequéncia que os usudrios legitimos (e.g., bots que postam links de noticias ou spam).
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Além disso, podemos notar que os atributos linguisticos apresentam um grande po-
der discriminativo, apesar de serem redundantes, isso revela que apesar de todas as
limitagoes do Twitter os padroes linguisticos de seus usuarios sao bons atributos para
deteccao de bots. Finalmente, podemos notar que bots sao geralmente associados a

contas mais novas.

Tabela 3.5: Numero de atributos nas posigoes do topo do ranking

Usuério | Conteudo | Linguisticos
Top 10 1 4 )
Top 20 3 9 8
Top 30 8 12 10
Top 40 8 19 13
Top 50 9 24 17
Top 60 9 30 21
Top 70 10 37 23
Top 77 12 42 23

A tabela 3.5 apresenta um resumo dos resultados, mostrando nimero de atributos
de cada conjunto (usuério, contetido e linguisticos) no top 10, 20, 30, 40, 50, 60, 70
e 77 atributos mais discriminativos de acordo com o ranking de ganho de informacao.
Como podemos notar os atributos de conteido sao os mais significativos no topo do
ranking, seguidos pelos atributos linguisticos o que confirma que a estrutura dos tweets
e o padrao de escrita do usuario sao atributos fortemente discriminativos na deteccao
de bots.

3.3.5 Reducao do conjunto de atributos

De forma similar a deteccao de spammers no Twitter, a deteccao de bots é uma cons-
tante luta entre os mecanismos de deteccao de bots e seus criadores. Dessa forma,
esperamos que novos bots sejam mais dificeis de ser detectados por estratégias atuais
de detecgao. Portando, a importancia dos atributos pode variar com o tempo, isto é,
atributos importantes hoje podem se tornar pouco discriminativos. De modo que é im-
portante que diferentes conjuntos de atributos possam ser usados para obter resultados
de classificacao precisos.

Com essa finalidade, computamos os resultados utilizando os diferentes conjuntos
de atributos: do usudrio (U), de contetido (C) e linguisticos (L), assim como a com-
binagado dos mesmos. A tabela 3.6 apresenta o desempenho do classificador usando

diferentes conjuntos de atributos.
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Tabela 3.6: Resultados de nosso classificador

Atributos | Micro F1 | Macro F1 | AUC
L 0.954 0.916 0.976

U 0.971 0.948 0.985

C 0.964 0.936 0.982
L+U 0.977 0.960 0.991
U+C 0.978 0.962 0.991
L+C 0.973 0.951 0.987
L+U+C 0.980 0.969 0.992

Apesar dos atributos do usuario nao serem individualmente os mais discriminati-
vos, em conjunto foram os que apresentaram os melhores resultados nos nossos testes,
o que pode ser explicado pelo fato que estes atributos sao pouco redundantes entre
si. De forma similar, os atributos linguisticos e de contetddo por apresentarem grande
redundancia entre si apresentam desempenho inferior. Finalmente, a combinagao de
qualquer conjunto de atributos melhora os resultados de nosso classificador, atingindo

o seu melhor desempenho quando todos os conjuntos sao utilizados.



Capitulo 4

Infiltracao na rede de usuarios do
Twitter

Neste capitulo, realizamos um estudo sobre a vulnerabilidade do Twitter a ataques
de socialbots, além de investigarmos quais caracteristicas tornam socialbots mais bem
sucedidos em tarefas de infiltragao no Twitter.

Enquanto outros estudos demostraram que socialbots podem se infiltrar com uma
taxa de sucesso de até 80% em outras redes sociais, poucos estudos analisam o desem-
penho dos mesmos em tarefas de infiltragao no Twitter.

Finalmente, este trabalho realiza um estudo complementar a estudos anteriores
que visam detectar quais caracteristicas dos usuarios tornam-os suscetiveis a ataques de
socialbots. Para isto, investigamos quais atributos e comportamentos tornam socialbots
mais populares na rede, essas caracteristicas foram obtidas a partir da aplicacao de

engenharia reversa nos atributos do classificador proposto no capitulo anterior.

4.1 Metodologia

Uma tarefa de infiltracao possui como objetivo promover a interagao de usudrios-alvo
na rede do Twitter com um ou mais socialbots. Um usudrio-alvo pode interagir com
um socialbot por meio das seguintes agoes: (i) seguir o socialbot, (ii) retuitar um tweet
postado pelo mesmo, (iii) mencionar o socialbot em algum tweet e, finalmente, (iv)
responder a um tweet postado pelo mesmo. Para isso, foram criados 120 socialbots
no Twitter. Durante 30 dias monitoramos seu comportamento e todas suas interacoes
com usuérios da rede.

Devido ao alto custo de analisar todas as possiveis variagoes de comportamento,

este estudo é um passo inicial a fim de compreender se alguma caracteristica pode tornar

27
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um bot mais bem sucedido em tarefas de infiltragao. Dessa forma, este trabalho visa
(a) medir a vulnerabilidade de usudrios do Twitter a socialbot, e (b) se o desempenho

dos socialbot em tarefas de infiltragao pode ser influenciado por fatores como:

e Delimitar o grupo de usuarios-alvo, e.g. usudrios que falem de um tema.

Ter conhecimento sobre a rede dos usuarios-alvo.

O género do bot.

O nivel de atividade do bot.

O método utilizado pelo bot para gerar os tweets.

Criacao das contas

Caracteristicas dos bots

Usuarios-alvo

Método de
geracgao de
tweets

Nivel de
atividade

Impacto da
infiltracao

Figura 4.1: Passos do experimento de infiltracao.
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A figura 4.1 apresenta a metodologia utilizada no experimento de infiltracao. Ini-
cialmente detalhamos o processo de criagao das contas utilizadas, o que envolve a con-
figuracao dos perfis no Twitter e a implementacao dos bots posteriormente detalhamos
as caracteristicas e comportamentos adotados por nossos bots e, entao apresentamos
os resultados do nosso experimento de infiltragao. Finalmente, apresentamos uma dis-
cussao sobre os resultados obtidos. A seguir descrevemos de forma detalhada cada um

desses passos:

4.1.1 Criacao das Contas

A seguir, detalhamos o processo de configuragao dos perfis utilizados por nossos bots,
a criacao dos mesmos e, finalmente, as dificuldades encontradas durante nossos expe-

rimentos.

4.1.1.1 Configuracao dos perfis

Para aumentar o apelo de nossos bots para usudarios do Twitter, realizamos alguns

passos no seu processo de criagao:

e Personalizacao do perfil dos bots, isto é, cada bot possui um nome, biografia,
foto de perfil e um plano de fundo. Dessa forma o perfil de nossos bots torna-se

similar ao de usuérios legitimos da rede.

e Todos os bots designados ao mesmo grupo de usuarios-alvo seguem uns aos outros,

dessa forma evitando que nossas contas nao possuam seguidores.

e Extraimos as contas mais seguidas pelo grupo de usudrios-alvo designado aos
bots, e cada um dos bots segue entre uma e sete dessas contas selecionadas

aleatoriamente.

e Finalmente, antes de nossos bots realizarem qualquer interagao com usuarios da
rede eles devem postar pelo menos 10 tweets. Dessa forma, quando um usudrio-
alvo analisar o perfil de um de nossos bots nao encontrara um perfil totalmente

“vazio”

4.1.1.2 Criacao dos Bots

Para que bots possam se passar por usudrios legitimos é necessario que os mesmos
interajam com o resto da rede. Dessa forma, nossos bots podem executar um conjunto

de agbes para essa finalidade: (i) postar tweets, (ii) retuitar tweets de usudrios que
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eles sigam e (iii) seguir usuarios no Twitter. Nossos bots s6 seguem usudrios de seus
respectivos grupos-alvo e usuarios que os tenham seguido.

De forma mais especifica, em intervalos aleatérios nossos bots possuem igual
probabilidade de postar um novo tweet ou de retuitar um tweet existente. Além disso,
toda vez que uma das acoes anteriores ¢é realizada, o bot também segue um ntmero
aleatorio, entre 1 e 5, de usudrios-alvo e todos os novos usudrios que os tenham seguido
desde a ultima acao. Para evitar que nossos bots participassem de atividades de link
farm, eles s6 seguem usuarios nao-alvos se eles possuem uma quantidade de seguidores
maior que a metade do niimero de amigos, desta forma evitando seguir usuarios que
possam estar envolvidos em atividades ilegais (e.g., spam, phishing e link farm).

Finalmente, os bots foram implementados utilizando como base o projeto open-

source Realboy (Coburn & Marra [2008]) com algumas modificagoes.

4.1.2 Configuracao dos Bots

Para responder nossas questoes de pequisa previamente apresentadas, criamos bots
cujo comportamento é definido por quatro caracteristicas a fim de medir o impacto das
mesmas na tarefa de infiltracao proposta. A seguir, apresentamos essas caracteristicas

e sua distribuicao nos 120 bots criados.

4.1.2.1 Género

Para medir o impacto no género de nossos bots criamos varias contas de cada tipo.
Para isso, utilizamos o nome da conta e sua foto de perfil e criamos 60 bots de cada

género.

4.1.2.2 Nivel de atividade

Esta caracteristica visa responder se bots mais ativos sao mais bem sucedidos em
tarefas de infiltracao. Enquanto bots que postem pouco conteido sao mais dificeis de
serem detectados, também tem menos probabilidade de postarem contetudo relevante
que possa atrair novos seguidores. Para tornar nossa analise mais simples criamos bots

com apenas dois niveis de atividade:

e Muito Ativos: Estes bots possuem intervalo de até 60 minutos entre suas agoes,
o intervalo é escolhido de forma aleatoria e varia entre 1 minuto e 60 minutos.

Ao todo metade dos bots possuem este nivel de atividade.
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e Pouco Ativos: Estes bots possuem intervalo de até 120 minutos entre suas

agoes, o intervalo é escolhido de forma aleatéria e varia entre 1 minuto e 120

minutos. Dessa forma, metade dos bots criados possuem este nivel de atividade.

Além disso, nossos bots “dormem” entre 22h e 9h, fuso horario do pacifico, dessa

forma simulando os periodos de inatividade esperados de usuarios humanos.

4.1.2.3 Método de geracao de Tweets

Para tornar um bot bem sucedido em tarefas de infiltracao é necessario que o mesmo

seja capaz de postar conteido considerado relevante pelos seus usuarios-alvo. Desta

forma, o desafio é criar tweets com conteido relevante e bem escritos. A seguir apre-

sentamos dois tipos de abordagens para a geracao de tweets:

e Repostagem: Como o nome indica este método consiste em postar um tweet

criado por outro usuario como se fosse de autoria propria. Para aumentar as
chances de que o tweet possua contetiido relevante extraimos as 20 palavras mais
usadas pelos usudrios-alvo do bot e procuramos um tweet que contenha pelo
menos um desses termos. Apesar de simples e eficiente este método pode gerar
tweets muito genéricos, visto que os termos mais usados por um grupo contém

termos pouco discriminativos (e.g., “people”; “day”, “happy”).

Gerar tweets sintéticos: Esta abordagem gera tweets a partir de um con-
junto de exemplo. A abordagem proposta neste trabalho utiliza um gerador
markoviano. Para isso, inicialmente extraimos a probabilidade empirica de cada
trigrama presente no conjunto de exemplo, posteriormente geramos uma cadeia
de markov a partir do conjunto de trigramas obtidos e, finalmente, geramos um
tweet aleatorio usando esta cadeia. Foram utilizados trigramas porque apresen-
taram os melhores resultados quando comparados a n-gramas de outra ordem.
Para aumentar as chances de que o tweet gerado seja considerado relevante pelos

usuarios-alvo usamos os seus tweets como conjunto de exemplo.

A seguir, a figura 4.2 apresenta um exemplo de uma cadeia de markov usando
bigramas, extraida a partir do conjunto de exemplos “I like turtles”, “I like rabbits”
e “I don’t like snails”. Um possivel tweet gerado por esta cadeia é “I don’t like
rabbits”.

A principal vantagem deste método é que ele nao exige nenhum tipo de esforco
humano, além de conseguir gerar tweets que contenham os termos representativos

da colecao de exemplo, dessa forma gerarando tweets sobre temas do interesse
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start

Figura 4.2: Exemplo de cadeia de markov usando bigramas.

do grupo-alvo. Contudo, a qualidade textual dos tweets pode ser baixa (e.g.,
alguns tweets podem ser sentengas inacabadas). Além disso, devido a forma que

o método foi implementado ele é incapaz de gerar tweets contendo mentions e

URLs.

A seguir, apresentamos alguns tweets gerados pelo nosso gerador:

— I don’t have an error in it :)

— The amount of content being published this week :: the number of people who

" we finished this website but it makes it easier to argue that
— Why isn’t go in the morning! night y ’ all
— Night y " all 227!
— "take me to fernandos and you’ll see

— “end aids now, the marilyn chambers memorial film festival I 7 d fix health

care continues to outpace much of nation’s issues move to the

Finalmente, metade de nossos bots usam apenas o método de repostagem, en-
quanto que a outra metade utiliza ambos os métodos, onde cada método tem a mesma

probabilidade de gerar o préximo tweet.

4.1.2.4 Usuarios-alvo

Para medir o desempenho de bots em tarefas de infiltracao é necessario que eles possuam

um conjunto de usuarios-alvo, isto é, usuarios com os quais os bots pretendam interagir



4.1. METODOLOGIA 33

de alguma forma. Definimos um usuario-alvo como sendo um usuario do Twitter que
possua as seguintes caracteristicas: (i) seja controlado por um humano, (ii) que poste
tweets em inglés, para garantir que entendessem o idioma usado por nossos bots e,
finalmente, (iii) que tenha postado pelo menos um tweet no meés de Dezembro de
2013, desta forma evitamos usudrios inativos. Para garantir essas propriedades, todas
as contas foram manualmente verificadas. Além disso, para responder nossas duas
primeiras questoes de pesquisa criamos trés diferentes grupos de usudrios-alvo. A

seguir, detalhamos cada grupo de usuario-alvo usados em nossos experimentos:

e Grupo 1: composto por 200 usudrios obtidos de forma aleatéria no Twitter.
Dessa forma poderemos medir o desempenho de nossos bots em grupos hetero-

geéneos.

e Grupo 2: composto por 200 usudrios que postam tweets sobre um tépico espe-
cifico, nosso foco foi em um grupo de desenvolvedores. Para isto, selecionamos
usuarios que tenham postado pelo menos um tweet contendo algum dos termos
“JQuery”, “javascript” ou “nodejs”. Posteriormente, selecionamos manualmente

200 contas que atendessem o critério previamente descrito.

e Grupo 3: composto por 200 usudrios que postam tweets sobre um tépico espe-
cifico — novamente focamos em um grupo de desenvolvedores, e, que além disso,
possuam relacoes de amizade entre si. Para isso, usamos um usuario semente
e coletamos sua rede de amigos, a partir da qual extraimos 200 usuarios cujos
perfis atendessem as restricoes previamente apresentadas. Para isso selecionamos
manualmente um grupo de desenvolvedores que formem uma comunidade, isto €,
cujas relacoes de amizades formem um grafo denso. Utilizamos como semente o

usuario @jeresig, visto que é um desenvolvedor muito influente no Twitter.

Esta caracteristica visa medir o desempenho de nossos bots ao invadir cada grupo
de usudrios-alvo previamente descritos, isto é, se as caracteristicas do grupo de usuarios-
alvo possui alguma influéncia. Dessa forma, 40 bots foram designados a cada grupo de
usuarios-alvo.

A seguir, realizamos uma breve caracterizacao de cada grupo de usuarios-alvo.
A figura 4.3 mostra as nuvens de tags com os 30 termos mais usados por cada grupo.
Como esperado a nuvem dos dois ultimos grupos apresentam termos como “code”,
“data”, “app”, e “web” que sao tipicamente usados por desenvolvedor. Enquanto isso, o
primeiro grupo tende a usar termos do Twitter como “via”, “unfollowers” e “followed”,

além de termos pouco especificos.
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Figura 4.3: Nuvem de tags com os 30 termos mais usados por cada grupo.

Em seguida, analisamos quatro caracteristicas dos grupos de usuarios-alvo. A
figura 4.4 mostra a funcdo de distribuicdo acumulada (FDA) dos quatro atributos:
idade da conta, nimero de tweets postados, nimero de seguidores e Klout Score. A
figura 4.4(a) apresenta a idade das contas de cada grupo, notamos que usuérios do grupo
1 possuem contas mais novas que dos outros grupos, apesar disso, como a figura 4.4(b)
demostra estes usudarios tém um maior nimero de tweets postados, o que é um indicio
que o grupo possui um maior nivel de atividade no Twitter. Finalmente, as figuras

4.4(c) e 4.4(d) mostram o numero de seguidores e o Klout Score, respectivamente. O
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Klout! é um dos principais sistemas de medicao de influéncia utilizados atualmente,
para isso o sistema utiliza abordagens de medicoes de influéncia e cujos detalhes nao
sao revelados ao publico. O sistema atribui uma nota entre 0 e 100, de forma que
usuarios com altos valores de Klout Score sao considerados influentes. Como podemos

notar usuarios do grupo 3 sao mais influentes na rede que os outros grupos, isto é,
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possuem um maior nimero de seguidores e altos valores de Klout Score.
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4.2 Medindo o desempenho de Infiltracao

O objetivo deste estudo ¢é investigar se, e em que medida, varias estratégias tornam
socialbots capazes de se infiltrar na rede social do Twitter. Naturalmente, é necessario
utilizar métricas para quantificar o desempenho de infiltracao de socialbots, de modo
que o desempenho de diferentes estratégias (utilizadas pelos socialbots) possam ser
comparadas. Para quantificar o desempenho de infiltragao usamos as trés seguintes

métricas, medidas no final do periodo do experimento:

(1) Seguidores adquiridos pelo socialbot: Contamos o numero de seguido-
res adquiridos pelo socialbot, que é uma métrica padrao para estimar a populari-
dade/influéncia dos usudrios na rede social do Twitter (Cha et al. [2010]).

2 ¢ uma métrica popular

(2) Klout Score adquirido pelo socialbot: Klout Score
para medir a influéncia social online de um usuario. Embora o algoritmo exato para
a métrica nao é conhecido publicamente, o Klout Score para um determinado usuario
é conhecido por considerar varios dados do Twitter (e outras redes sociais on-line, se
disponivel), tais como o nimero de seguidores e seguidores do usudrio, retweets, quantos
spammers/contas mortas estdo seguindo o usudrio, quao influentes sao as pessoas que
retweetam /mencionar o usudrio, e assim por diante®. Valores de Klout Score variam
de 1 a 100, onde uma maior pontuacao implica que o usudrio possui uma influéncia
social online mais elevada.

(3) Interagoes baseadas em mensagens com outros usudrios: Medimos o
nimero de vezes que outros usudrios interagiram com um socialbot através das
mensagens (tweets) postadas na rede social. Consideramos os diferentes tipos de
interacoes baseadas em mensagens permitidas no Twitter, especificamente conta-
mos o numero total de vezes que algum usuario @menciona o bot, ou responde
algum tweet do bot, ou retuita/favorita um tweet postado pelo bot. Essa métrica
estima o engajamento social do bot, que é definida como a medida em que o usuério

participa de uma ampla gama de papéis e relagoes sociais (William R. Avison & [Eds.]).

Se um bot pontua bem em relacao as métricas acima, isso implica que os tweets postados
por este bot sao mais propensos a serem visiveis, e.g., mais susceptiveis de serem
incluidos nos resultados de busca do Twitter, e portanto mais susceptiveis de afetar a
opinido de outros usudrios (que sao objetivos comuns de socialbots em redes sociais).

As secOes subsequentes medem o sucesso de varias estratégias de socialbots em

Zhttp:/ /klout.com/
3http://en.wikipedia.org/wiki/Klout
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se infiltrar na rede social de acordo com as métricas especificadas acima.

4.3 Socialbots podem infiltrar a rede do Twitter?

Nos primeiro investigamos se, e em que medida, socialbots podem se infiltrar na rede
do Twitter. Para uma socialbot poder se infiltrar com sucesso na rede, ele precisa
alcancar os seguintes dois objetivos: (i) evitar a detec¢do por mecanismos de defesa
do Twitter que verificam regularmente e suspendem contas que apresentam atividade
automatizada (twitter-shut-spammers [2012]), e (ii) adquirir um nivel substancial de
popularidade e influéncia na rede social, além de interagir com um grande nimero de
usuarios, ou seja, atingir altas pontuagoes nas métricas descritas na secao 4.2. Nesta

se¢ao, investigamos o desempenho dos socialbots com respeito aos objetivos acima.

4.3.1 Socialbots podem evadir os mecanismos de defesa?

Comecamos verificando quantos dos 120 socialbots foram detectados pelo mecanismo
de seguranca do Twitter. Notamos que ao longo dos 30 dias em que o experimento foi
realizado, 38 dos 120 socialbots foram suspensos. Isto implica que, apesar de todos os
nossos socialbots ativamente postarem tweets e seguirem outros usuarios durante este
periodo, apenas 31% dos socialbots foram detectados pelos mecanismos de defesa do
Twitter.

A seguir, analisamos qual dos 120 socialbots foram detectados pelo Twitter. a
figura 4.5 mostra a distribuicao dos quatro atributos — sexo, nivel de atividade, método
de postagem e grupo de usudrios-alvo seguidos — entre os 120 socialbots criados. Os
socialbots sao indicados por identificadores numéricos na mesma ordem em que eles
foram criados, ou seja, o Bot 1 foi criado primeiro e Bot 120 foi o tultimo socialbot
criado. Os socialbots que foram suspensos pelo Twitter durante o experimento, sao
indicados na cor vermelha, enquanto que os socialbots que nao foram detectados pelo
Twitter sao mostrados na cor azul.

Notamos que a grande maioria dos socialbots que foram suspensos foram os que
foram criados no final do processo de criagao de contas (com IDs de entre 90 e 120). Isto
é provavelmente porque no momento em que essas contas foram criadas, o mecanismo
de defesa do Twitter tornou-se suspeito de que varias contas foram criadas a partir
do mesmo bloco de enderecos de IP%. Notamos também que os socialbots que usaram

o método de postagem baseado em Markov foram mais propensos a serem suspensos.

4Usamos 12 enderecos de IP diferentes para criar os 120 socialbots, ou seja, 10 contas foram
operados a partir de cada enderego IP.



38 CAPITULO 4. INFILTRAGAO NA REDE DE USUARIOS DO TWITTER

Grupo 1 Grupo 2 Grupo 3

Masculino Feminino Masculino Feminino Masculino Feminino
Bot 1 Bot 2 Bot 3 Bot 4 Bot 5 Bot 6 - B
Bot 7 Bot 8 Bot 9 Bot 10 Bot 11 Bot 12
Bot 13 Bot 14 Bot 15 Bot 16 Bot 17 Bot 18 L Repostagem
Bot 19 Bot 20 Bot 21 Bot 22 Bot 23 Bot 24 M u |t0
Bot 25 Bot 26 Bot 27 Bot 28 Bot 29 Bot 30 B}
Bot 31 Bot 32 Bot 33 Bot 34 Bot 35 Bot 36 r  Ativos 7
Bot 37 Bot 38 Bot 39 Bot 40 Bot 41 Bot 42 Repostagem
Bot 43 Bot 44 Bot 45 Bot 46 Bot 47 Bot 48 ~ +
Bot 49 Bot 50 Bot 51 Bot 52 Bot 53 Bot 54 Markov
Bot 55 Bot 56 Bot 57 Bot 58 Bot 59 Bot 60 - a
Bot 61 Bot 62 Bot 63 Bot 64 Bot 65 Bot 66 B -
Bot 67 Bot 68 Bot 69 Bot 70 Bot 71 Bot 72
Bot 73 Bot 74 Bot 75 Bot 76 Bot 77 Bot 78 L Repostagem
Bot 79 Bot 80 Bot 81 Bot 82 Bot 83 Bot 84
Bot 85 Bot 86 Bot 87 Bot 88 Bot 89 Bot 90 Pouco
Bot 91 Bot 92 Bot 93 Bot 94 Bot 95 Bot 96 B AtiVOS B
Bot 97 Bot 98 Bot 99 Bot 100 Bot 101 Bot 102 Repostagem
Bot 103 Bot 104 Bot 105 Bot 106 Bot 107 Bot 108 L +
Bot 109 Bot 110 Bot 111 Bot 112 Bot 113 Bot 114
Bot 115 Bot 116 Bot 117 Bot 118 Bot 119 Bot 120 J ) Markov

Figura 4.5: Distribuicao de atributos dos 120 socialbots criados para o experimento
de infiltracao, mostrando aqueles socialbots, que foram detectados e suspensos pelo
Twitter durante o experimento (mostrados na cor vermelha). Note-se que 69% dos
socialbots (mostrados na cor azul) nao foram detectados pelo Twitter.

Isto é esperado, uma vez que cerca de metade dos tweets postados por essas contas
foram sinteticamente gerados e, portanto, é provavel que possuam uma baixa qualidade
textual.

No entanto, os mecanismos de defesa do Twitter detectaram apenas uma pequena
fracao dos socialbots que foram criadas no inicio, e que adotaram a estratégia de re-
postagem, ou seja, re-postaram tweets dos outros usuarios. Estes nimeros alertam que
os mecanismos de defesa existentes possuem um desempenho limitado na deteccao de
socialbots que empregam estratégias simples, porém inteligentes para postarem tweets

e links no Twitter.

4.3.2 Bots podem se infiltrar no Twitter com sucesso?

A seguir, verificamos em que medida socialbots podem se infiltrar na rede social do
Twitter, e se eles podem ganhar valores relativamente altos de popularidade/influéncia
de acordo com as métricas estabelecidas na secao 4.2.

Durante o periodo do experimento, os 120 socialbots criados foram seguidos no
total 4.999 vezes por 1.952 usuarios distintos, além de terem recebido 2.128 interacoes
baseadas em mensagens de 1.187 usuarios distintos. A figura 4.6 mostra a distribuicao
do niimero de seguidores, os valores de Klout Score e o nimero de interagoes baseadas

em mensagem adquiridas pelos socialbots no final do experimento. E evidente que
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Figura 4.6: Desempenho de infiltragdo dos nossos socialbots: FDAs para (i) nimero de

seguidores, (ii) Klout Score, e (iii) nimero de interagoes baseadas em mensagens com
outros usuarios.

uma fracao significativa dos socialbots adquiriram pontuacoes relativamente altas de
popularidade e influéncia. Dentro de apenas um més (a duragao do experimento), mais
de 20% dos socialbots adquiriram mais de 100 seguidores (figura 4.6(a)); apesar que 46%
dos usuédrios do Twitter possuem menos de 100 seguidores (twitter-46pc-1t100followers
[2013]). Finalmente, a figura 4.6(b) mostra que 20% dos socialbots adquiriram valores

de Klout Score superiores a 35 no periodo de apenas um mes.

4.4 Impacto da Infiltracao

A secao anterior mostrou que uma fracao significativa dos socialbots foram realmente

capazes de se infiltrar e ganhar popularidade no Twitter. Esta secao analisa quais
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Figura 4.7: Desempenho de infiltragao de socialbots de diferentes géneros durante a
duragao do experimento: (i) nimero médio de seguidores adquiridos, (ii) valor médio
de Klout Score adquirido, e (iii) nimero médio de interagoes baseadas em mensagens
com outros usuarios. As curvas representam os valores médios e as barras de erro
indicam os intervalos de confianca de 95%.

as estratégias usadas pelos socialbot levam a um melhor desempenho de infiltragao.
Lembre-se que os socialbots foram configurados com vérias estratégias para cada um
dos quatro atributos — de género, nivel de atividade, método de postagem e tipo de
usudrios-alvo (secao 4.1). Agora investigamos quais estratégias para cada um dos
quatro atributos produz o melhor desempenho de infiltracao. Observe que os resultados
estabelecidos nesta segao (e no proxima) consideram apenas socialbots que nao foram

suspensos pelo Twitter durante o experimento.
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4.4.1 Género

Comecamos analisando o impacto do género dos socialbots em nossos experimentos.
As figuras 4.7(a) e (b) mostram, respectivamente, a média do nimero de seguidores e
do valor de Klout Score adquiridos por socialbots de cada género ao longo do experi-
mento. Nestas figuras, as curvas representam os valores médios, considerando todos os
socialbots de um género particular (num dado dia durante a experiéncia), e as barras
de erro indicam os intervalos de confianca de 95% dos valores médios. Notamos que
nao ha diferenca significativa na popularidade adquirida pelos socialbots de diferentes
generos.

A seguir, analisamos as interacoes baseadas em mensagens dos socialbots de cada
género com outros usudrios. A figura 4.7(c) mostra o nimero médio de interagoes dos
socialbots em cada dia durante o experimento. Novamente, observamos que os usudrios
interagiram quase igualmente com socialbots de ambos os sexos.’.

Os resultados acima indicam que o género especificado no perfil da conta nao
influencia significativamente o desempenho dos socialbots em tarefas de infiltragao.
Note-se que, nesta secao, estamos considerando todos os socialbots e suas interacoes
com todos os grupos usudrios-alvo. Posteriormente, na secao 4.5, quando analisarmos
separadamente o desempenho de socialbots na infiltracao de cada grupo de usuarios-
alvo, veremos que o género do socialbot é de fato significativo para alguns grupos-alvo

especificos.

4.4.2 Nivel de atividade

A seguir, estudamos o impacto do nivel de atividade dos socialbots, que definimos como
muito ou pouco ativos com base no intervalo de tempo entre as atividades realizadas
pelos socialbots.

A figura 4.8(a) e (b) mostram, respectivamente, a média do nimero de seguidores
e do valor de Klout Score adquiridos por socialbots (com diferentes niveis de atividade)
em cada dia durante o experimento. Podemos ver que socialbots mais ativos atingiram
significativamente mais popularidade e valores de Klout Score do que os socialbots
menos ativos. A figura 4.8(c) mostra o numero médio de interagoes baseadas em
mensagens de socialbots com outros usudrios no Twitter. Novamente, os socialbots

mais ativos conseguiram um ntimero muito maior de interagoes.

50 niimero de usuérios distintos que interagiram com as socialbots femininos (1.697), foi, na ver-
dade, um pouco maior do que o nimero que interagiu com os socialbots masculinos (1.528). Contudo,
como é evidente a partir da figura 4.7(c), esta diferenca nao é significativa
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Figura 4.8: Desempenho de infiltragao de socialbots com diferentes niveis de atividade
ao longo do experimento: (i) nimero médio de seguidores adquiridos, (ii) valor médio

de Klout Score adquirido, e (iii) nimero médio de interagoes baseadas em mensagens
com outros usudrios.

Assim, percebemos que entre mais ativos sao os bots, é mais provavel que eles se
tornem bem sucedidos em tarefas de infiltracao, bem como na obtencao de popularidade
na rede social. Isto é esperado, uma vez que entre mais ativo um bot é, maior é
a probabilidade de que seus tweets sejam vistos por outros usudrios. No entanto,
também deve notar-se que bots mais ativos, sao mais propensos a serem detectados

pelos mecanismos de defesa do Twitter.

4.4.3 Método de geracao de tweets

A seguir, analisamos o impacto do método de geragao do tweet usado pelos socialbots.
Como dito na secao 4.1 metade dos nossos socialbots apenas re-postam os tweets es-

critos por outros usudrios (estratégia indicada como ‘repostagem '), enquanto que a
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Figura 4.9: Desempenho de infiltracao de socialbots que utilizam diferentes métodos
de postagem ao longo do experimento: (i) nimero médio de seguidores adquiridos,
(ii) valor médio de Klout Score adquirido, e (iii) nimero médio de interagoes baseadas
em mensagens com outros usuarios.

outra metade utiliza o método de repostagem, além de postar tweets sinteticamente
gerados usando um gerador de Markov, com igual probabilidade (estratégia denotada
como ‘repostagem + Markov’).

As figuras 4.9(a), (b) e (c) mostram, respectivamente, a média do numero de
seguidores, a média dos valores de Klout Score, e o nimero médio de interagoes ba-
seadas em mensagens adquiridas pelos socialbots empregando as duas estratégias de
postagem (em cada dia durante o experimento). Vé-se que os socialbots empregando o
método ‘repostagem + estratégia Markov’ adquiriram niveis ligeiramente mais elevados
de popularidade (nimero de seguidores e pontuagao Klout), e uma maior quantidade
de interagbes (engajamento social) com outros usudrios.

O fato que os socialbots que geraram automaticamente cerca de metade dos seus
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tweets terem alcancado um maior engajamento social é surpreendente, uma vez que
indica que os usuarios de Twitter nao sao capazes de distinguir entre (contas que pos-
tam) Tweets gerados por humanos e tweets gerados automaticamente utilizando mode-
los estatisticos simples. Isto é possivelmente porque uma grande fragao dos tweets no
Twitter sao escritos em um estilo gramaticalmente incoerente e informal (Kouloumpis
et al. [2011]), de modo que até mesmo modelos estatisticos simples podem produzir

tweets com qualidade semelhante aos postado por seres humanos no Twitter.

4.4.4 Usuarios-alvo
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Figura 4.10: Desempenho de infiltracao de socialbots que seguem diferentes grupos
de usuérios-alvo ao longo do experimento: (i) nimero médio de seguidores adquiridos,
(ii) valor médio de Klout Score adquirido, e (iii) nimero médio de interagoes baseadas
em mensagens com outros usuarios.

Finalmente, analisamos o desempenho de infiltragao dos socialbots que foram

designados a seguir diferentes conjuntos de usuarios-alvo. Na secao 4.1 reportamos
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que os socialbots foram divididos em trés grupos-alvo diferentes — O Grupo 1 seguiu
usudarios selecionados aleatoriamente, o Grupo 2 seguiu os usuarios-alvo que postam os
tweets sobre um tema especifico (no caso desenvolvimento de software) e o Grupo 3
de socialbots seguiu usuarios-alvo que além de postar tweets sobre o tema especifico
(desenvolvimento de software), também sdo socialmente bem relacionados entre si.

A figura 4.10(a) mostra o niimero médio de seguidores adquiridos por cada grupo
de socialbots durante todo o experimento. Notamos que os socialbots no Grupo 3
tiveram o menor ntimero de seguidores, enquanto que os do Grupo 2 tiveram um ntimero
significativamente maior de seguidores. A figura 4.10(b) mostra os valores médios de
Klout Score alcancados pelos nossos socialbots ao longo do tempo. Novamente, os
socialbots do Grupo 2 obtiveram os maiores valores de Klout Score, enquanto que os
outros grupos apresentaram um desempenho similar. A figura 4.10(c) mostra o nimero
médio de interagoes baseadas em mensagens de cada grupo de socialbots (com outros
usudrios do Twitter) ao longo do tempo. Mais uma vez, vemos que socialbots no
Grupo 2 tem um numero significativamente maior de interagdes com outros usuarios,
e os do Grupo 3 apresentaram o menor nimero de interagoes.

Estas resultados levam a algumas observagoes interessantes. Seguir um conjunto
de usudrios que postem tweets sobre um tema especifico em comum (por exemplo,
desenvolvimento de software) é uma abordagem mais promissora do que seguir usuarios
aleatérios (como feito pelos bots do Grupo 1). No entanto, embora tanto os usuérios-
alvo do Grupo 2 e do Grupo 3 postem tweets sobre um tema comum, os socialbots no
Grupo 2 alcancaram significativamente maior popularidade e engajamento social — isto
implica que se infiltrar em grupos de usudrios-alvos interconectados (Grupo 3) é muito
mais dificil do que se envolver com os usudrios sem qualquer relac¢do entre si (Grupo
2). Note-se que esta observagao difere daquelas feitas por uma pesquisa semelhante no
Facebook (Elyashar et al. [2013]), onde constatou-se que socialbots podem efetivamente

se infiltrar nas redes sociais entre membros de organizagoes especificas.

4.5 Avaliando a Importancia dos Atributos

Nesta secao, nosso objetivo é avaliar a importancia relativa dos diferentes atributos e
estratégias de infiltracao de socialbots. Nosso objetivo é quantificar qual a estratégia
(ou combinagao de estratégias) que possui o maior impacto em decidir como socialbots
podem infiltrar-se em grupos especificos de usuarios-alvo. Note-se que, diferentemente
da Secgao 4.4, aqui nés consideramos o desempenho dos socialbots em infiltrar grupos

especificos de usudrios-alvo.
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Utilizamos um experimento fatorial para avaliar o impacto relativo das diferentes
estratégias de infiltracao. Comecamos por descrever brevemente como nés projetamos

nossos experimentos e, em seguida, discutimos os resultados obtidos.

4.5.1 Experimento 2" fatorial

A seguir inclufmos uma breve descricio da teoria de um experimento 2* fatorial (Jain
[1991]). Este tipo de experimento é geralmente necessario em cendrios com um grande
nimero de fatores, como uma tentativa para reduzir o nimero de fatores que farao
parte do experimento. Particularmente, experimentos 2% fatorial referem-se a projetos
experimentais com k fatores em que cada fator tem o niimero minimo de niveis, apenas
dois. Como exemplo ilustrativo, suponha um cenario experimental que possui trés
fatores — memoria, disco e CPU de uma méquina — que podem afetar o desempenho
de um algoritmo. Suponha agora que cada experimento leva cerca de um dia para
ser executado e existem 10 possiveis tipos de memoria, 10 tipos de discos, e 10 tipos
de CPUs a ser testados. Para a execucao de um experimento com todas as possiveis
combinagoes seriam necessarios 10 x 10 x 10 = 1.000 dias. Em vez de utilizar todas as
combinacgdes possiveis, um projeto 2* iria considerar dois tipos (geralmente extremos)
de memoria, dois tipos de disco, e dois tipos de CPUs para comparar, o que resultaria
em apenas 2° = 8 dias de experimentos. A teoria dos experimentos fatoriais (Jain
[1991]) entao, permite estimar o quanto cada fator impacta sobre o resultado final, uma
informacao importante para ajudar a decidir sobre quais os fatores um experimento
deve se concentrar .

Note-se que, de forma diferente do exemplo acima, o nosso objetivo aqui nao é
reduzir o nimero de cendarios experimentais. Em vez disso, usamos um experimento
2F fatorial para inferir o quanto um fator — os quais, no nosso caso, correspondem a
atributos como género, nivel de atividade, e método postagem — afetam as diferentes

métricas de infiltragao.

4.5.2 Experimento fatorial na infiltracao de socialbots

O objetivo dos socialbots poderia ser o de se infiltrar em um grupo especifico de
usuarios-alvo. Por isso, consideramos aqui individualmente o sucesso de nossos social-
bots na infiltrando de cada um dos trés grupos-alvo (que foram descritos na Sec¢ao 4.1).
Para cada grupo de usuarios-alvo, consideramos as trés métricas de infiltracao deta-
lhadas anteriormente — o nimero de seguidores adquiridos, o nimero de interacgoes

baseadas em mensagens e os valores de Klout Score. Entao, para cada métrica e cada
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Fator -1 +1
Género (G) Feminino Masculino
Nivel de atividade (A) Pouco ativos Muito ativos

Método de postagem (P) Repostagem Repostagem+Markov

Tabela 4.1: Fatores utilizados no experimento fatorial para o estudo de infiltracao de
socialbots.

grupo-alvo, executamos um experimento 22 fatorial considerando os atributos e seus
valores, conforme descritos na Tabela 4.1, resultando em 3 x 3 x 22 = 216 experimen-
tos. Realizamos experimentos que associam 1 ou —1 para as estratégias empregadas
por cada atributo. Para todas as configuragoes experimentais e para cada conjunto de
dados foi usada a média de até 5 resultados, que é o nimero de socialbots criados em
cada configuracao.

A ideia béasica de um modelo fatorial consiste em formular y, no nosso caso o
impacto de infiltracao, como uma funcao de um numero de fatores e as suas possiveis
combinagoes, tal como definido pela equagao 4.1. Aqui, GP, AP, AG, e conta GAP
representam todas as combinagoes possiveis entre os fatores. Por exemplo, os experi-
mentos para ‘GP’ tenta medir o impacto de uma determinada combinacao dos atributos
género (G) e método de postagem (P) (e.g., ‘Feminino e Repostagem’, ou ‘Masculino

e Repostagem + Markov’).

y = Qo+ > Qi (4.1)
i€F
onde F'={G, A, P,GA,GP,AP,GAP} ¢ z; é definido da seguinte forma.
{ -1 se Feminino

g = .
+1 se Masculino
-1 se Pouco ativo
Ta = . .
+1 se Muito ativo

-1 se Repostagem
T =
v +1 se Repostagem + Markov

e os valores z;’s para as combinagoes dos atributos (e.g., AG, GP) sao definidas a partir
dos valores de z¢, 24, € xp seguindo o padrao descrito em Jain [1991].

Na equagao acima, @Q); é o desempenho de infiltracao (de acordo com uma de-
terminada métrica, como nimero de seguidores, ou valor de Klout Score) quando a
estratégia i € I’ é aplicada, e Qg representa o desempenho médio de infiltracao, calcu-
lado sobre todos os atributos e suas possiveis combinagoes. Ao medir empiricamente

y de acordo com diferentes combinagoes de atributos (que, no nosso caso, referem-se
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as varias estratégias dos socialbots), podemos estimar os diferentes valores de @; e Q.
Isso nos permite entender quanto cada atributo afeta o desempenho final de infiltracao
para uma métrica especifica.

Em vez de apresentar resultados para todos os valores possiveis de ();, nos con-
centramos nas variacoes de @); devido a alteragoes nos atributos (ou suas combinagdes),
o que ajuda a estimar a importancia de um determinado fator no resultado final. Como
exemplo, se descobrirmos que um fator é responsavel por apenas 1% da variacao total
nos resultados, podemos inferir que este atributo nao é importante para a infiltracao
de socialbots no Twitter.

Como proposto em Jain [1991], a importancia dos varios fatores podem ser quan-
titativamente estimada através da medicao da proporc¢ao da variacao total no resultado
final que é explicada por cada fator. Para calcular esta variacao, em primeiro lugar
consideramos a variacao de y (conforme definido pela Equagao 4.1) em todas as execu-
¢oes, e depois calculamos S S como a soma da diferenca de quadrados entre cada valor
medido de y e o valor médio de y. Em seguida, calculamos S'S; como a variagao devido
apenas as mudancas no fator i, que pode ser calculado de forma semelhante ao SSr,

mas considerando apenas as execucoes em que os valores do fator i foram alteradas.

SS;
SSt

essa métrica para calcular o impacto de cada atributo para as diferentes métricas de

Finalmente, calcula-se a fracao da variacao devido ao fator ¢ como . Agora usamos

infiltracao e grupos de usuérios-alvo.

4.5.3 Importancia dos Atributos

Comecamos analisando até que ponto cada um dos atributos impacta o nimero de
seguidores adquiridos pelos socialbots. A tabela 4.2 mostra a variacao explicada por
cada atributo no numero de seguidores adquiridos pelos socialbots de cada um dos
grupos-alvo. Notamos que o nivel de atividade de um socialbot é o atributo mais
importante para o Grupo 1 (usuérios aleatdrios) de usudrios-alvo, sendo responsével
por decidir 53,75% do nimero de seguidores adquiridos por um socialbot. O segundo
atributo mais importante é o método de postagem (i.e., técnica usada para gerar os
tweets), que responde por 12,44% da variacao do ntiimero de seguidores. A combinagao
destes dois atributos (coluna PA na tabela 4.2) leva também a uma variagao elevada
(cerca de 20%) no numero de seguidores.

Observagoes semelhantes podem ser feitos a partir da tabela 4.3 e da tabela 4.4,
que mostra a variagao percentual explicada por cada atributo no nimero de interacoes
baseadas em mensagens (isto é, nimero de tweets retuitados ou favoritados, nimero

de mengoes e o nimero de respostas) e nos valores de Klout Score, respectivamente.
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Género (G) Nivel de atividade (A) Método de postagem (P) GA  GP AP  GAP
Grupo 1 7,43 53,75 12,44 520 0,85 20,10 0,23
Grupo 2 3,99 72,65 2,77 438 353 281 987
Grupo 3 20,52 49,27 2,02 240 542 12,71 7,66
Tabela 4.2: A variagao percentual no nimero de seguidores explicada por cada tipo de
atributo
Género (G) Nivel de atividade (A) Método de postagem (P)  GA GP AP  GAP
Grupo 1 0,03 36,58 13,87 0,31 2,83 44,74 1,64
Grupo 2 0,00 40,56 7,26 20,67 19,39 6,34 5,77
Grupo 3 12,71 43,23 4,51 1960 818 1,19 10,58
Tabela 4.3: A variacao percentual do nimero de interacoes baseadas em mensagens
explicada por cada tipo de atributo
Género (G) Nivel de atividade (A) Método de postagem (P) GA GP AP  GAP
Grupo 1 0,46 41,32 21,69 0,00 061 3590 0,02
Grupo 2 7,58 31,98 12,62 15,93 15,93 10,19 5,78
Grupo 3 12,58 31,42 17,92 12,94 12,37 2,13 10,65

Tabela 4.4: A variacao percentual nos valores de Klout Score explicada por cada tipo
de atributo

Observamos, também, que a importancia de alguns dos atributos varia signifi-
cativamente com o grupo de usudrios-alvo dos socialbots. Por exemplo, o género do
socialbot apresentou uma grande importancia com usuarios-alvo do Grupo 3, sendo
responsavel por 20,52% da variagdo do numero de seguidores (tabela 4.2) e 12,71%
das interagoes baseadas em mensagens (Tabela 4.3) quando os usudrios-alvo sao deste
grupo.® No entanto, o género nao parece ter muita influéncia sobre os outros grupos-
alvo. Isso sugere que o género dos socialbots pode fazer a diferenga se os usuarios-alvo

sao suscetiveis a seguir e interagir com os usuarios de um determinado sexo.

4.6 Discussao dos resultados

A seguir discutimos os resultados apresentados previamente. Na secao 4.4 analisamos o
impacto de varios atributos dos socialbots — como o sexo mencionado no perfil — no seu
desempenho de infiltragao, enquanto certos atributos nao afetam significativamente o
desempenho de infiltragao, outros atributos, como o nivel de atividade e a escolha dos

usudrios-alvo apresentaram grande impacto sobre o desempenho de infiltracao.

6Descobrimos que os usuarios do Grupo 3 eram mais propensos a seguir e interagir com socialbots
com perfis femininos.
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Posteriormente na secao 4.5 analisamos a importancia relativa dos diferentes atri-
butos utilizando um experimento fatorial. Observamos que o atributo com maior im-
pacto na infiltracao é o nivel de atividade chegando a ser responsavel por 70% do total
de seguidores de um grupo de socialbots. Além disso, notamos também, que a impor-
tancia de alguns dos atributos varia significativamente com o grupo de usuarios-alvo

dos socialbots.



Capitulo 5

Conclusao e Trabalhos Futuros

Neste trabalho realizamos um estudo sobre bots no Twitter, inicialmente abordamos o
problema de deteccao de bots. Apresentamos uma ampla caracterizacao do comporta-
mento de bots no Twitter usando trés conjuntos de atributos: do usuario, de contetido
e linguisticos. Nossa andlise aponta que os bots tendem a postar mais tweets contendo
URLs e hashtags que usuarios, além de possuirem um padrao de escrita mais detectavel
que o de usudarios. Além disso, usudrios tendem a ser mais “sociais” e participativos em
conversas do que os bots.

Com base em nossas medicoes e caracterizacao, criamos um método de detec-
¢ao automatica de bots usando um algoritmo de classificacao supervisionado. Nosso
método foi capaz de detectar 92% dos bots enquanto apenas menos de 1% dos usué-
rios sao classificados erroneamente. Posteriormente, estudamos o desempenho de cada
atributo proposto e notamos que a idade da conta, a fracao de URLs e o padrao de es-
crita possuem alto poder discriminativo. Finalmente, testamos o desempenho de nosso
classificador ao utilizar apenas subconjuntos de atributos. Observamos que nossa abor-
dagem consegue ter um bom desempenho ainda quando apenas um grupo de nossos
atributos ¢ utilizado.

Posteriormente, realizamos um estudo sobre quais caracteristicas tornam soci-
albots mais bem sucedidos em tarefas de infiltracao. Para isso, foram criados 120
socialbots no Twitter. Durante 30 dias monitoramos seu comportamento e todas suas
interagoes com usuarios da rede, incluindo 600 usuarios-alvo. Durante esse periodo
2.637 usuarios, sendo 103 usuarios-alvo, interagiram 5.966 vezes com nossos bots.

Detectamos que caracteristicas dos bots, como o seu nivel de atividade, influ-
enciam significativamente na sua popularidade no Twitter. Além disso, notamos que
infiltrar grupos de amigos nao foi mais facil do que infiltrar um grupo de usuarios nao

conectados. Esse resultado mostra que tarefas de infiltracao no Twitter diferem das de
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outras redes sociais como o Facebook. Finalmente, notamos que bots mais populares
nao apresentam necessariamente um melhor desempenho em tarefas de infiltracao.

Acreditamos que esses resultados representam um importante passo no enten-
dimento do impacto de socialbots, além do desenvolvimento de métodos de detecgao
de bots com estratégias complexas, que nao podem ser detectados por algoritmos de
deteccao de atividade automéatica. Como trabalhos futuros pretendemos investigar que
outros atributos e estratégias podem elevar a popularidade de bots no Twitter. Além
disso, pretendemos implementar um sistema Web de alerta de contas suspeitas de serem
bots.
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