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Resumo

Neste estudo, apresentamos um sistema automatico de analise da capacidade produtiva em
areas agricolas utilizando de técnicas de aprendizado de maquina e sensoriamento remoto.
Para isso, foram utilizadas imagens de satélite, classificando as culturas plantadas e os
periodos de plantio. O uso de sensoriamento remoto apresenta diversos desafios, dentre
eles, a frequéncia de captura de imagens por satélite, interferéncia de nuvens e baixa
resolucao espacial. A fim de mitigar esses desafios, o sistema utiliza técnicas de expansao
geométrica para melhorar a resolucao espacial e métodos de preenchimento de dados para
superar a frequéncia limitada e a cobertura de nuvens.

O estudo tem foco no territério brasileiro, em particular no cultivo de soja e milho,
uma vez que estas sao as principais culturas do setor agricola do pais. Este estudo
contribui com a construcao de um conjunto de dados de area produtivas, distribuidas
por todo o territério brasileiro e apresenta um fluxo de andlise a fim de demarcar regioes
produtivas, identificar areas de plantio, determinar os periodos de plantio e colheita e,
por fim, classificar as culturas. Analises comparativas entre técnicas de rotulagem manual
e de rotulagem heuristica, em aprendizado supervisionado, demonstram a vantagem de
métodos de rotulagem manual, devido a alta diversidade de culturas e tipos de plantio.

Os resultados da demarcacgao de regides produtivas e classificacao de culturas ap-
resentam alto desempenho, com rotulagens manuais alcancando uma area sob a curva
(AUC) de aproximadamente 0.94 e rotulagens heuristicas alcangando uma AUC de aprox-
imadamente 0.88. Com os resultados obtidos foi possivel compreender a capacidade do
sistema proposto em otimizar o processo de avaliacao de capacidade produtiva. Além
disso, o estudo apresenta uma proposta de abordagem futura na classificagao de culturas
baseadas em amostras, tendo em vista a alta performance dos modelos supervisionados

de rotulagem manual.

Palavras-chave: Aprendizado de Méaquina, Sensoriamento Remoto, Capacidade Produ-

tiva, Classificacao de Cultura, Rotulagem Manual, Rotulagem Heuristica



Abstract

In this study, we present an automatic system for analyzing the productive capacity
in agricultural areas using machine learning techniques and remote sensing. For this
purpose, satellite images were used to classify the planted crops and planting periods.
Remote sensing poses several challenges, including satellite image capture frequency, cloud
interference, and low spatial resolution. To address these challenges, the system employs
geometric expansion techniques to improve spatial resolution and data filling methods to
overcome limited frequency and cloud coverage.

The study focuses on the Brazilian territory, particularly on the cultivation of soy-
beans and corn, as they are the main crops in the country’s agricultural sector. This study
contributes to the construction of a dataset of productive areas distributed throughout
the Brazilian territory and presents an analysis flow to delineate productive regions, iden-
tify planting areas, determine planting and harvesting periods, and ultimately classify
the crops. Comparative analyses between manual and heuristic labeling techniques in
supervised learning demonstrate the advantage of manual labeling methods due to the
high diversity of crops and types of planting.

The results of the demarcation of productive regions and crop classification show
high performance, with manual labeling achieving an area under the curve (AUC) of
approximately 0.94 and heuristic labeling achieving an AUC of approximately 0.88. The
obtained results enable a better understanding of the proposed system’s ability to optimize
the evaluation of productive capacity. Additionally, the study presents a proposal for
future approaches in crop classification based on samples, taking into consideration the

high performance of supervised models with manual labeling.

Keywords: Machine Learning, Remote Sensing, Productive Capacity, Crop Classifica-

tion, Manual Labeling, Heuristic Labeling
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Chapter 1

Introduction

Several remote sensing technologies have been developed for estimating the quality of
the land and evaluating the productive capacity of specific regions. These technolo-
gies presents maps of crop distribution in the soil as well as the evaluation of socio-
environmental issues in the land, such as deforestation and fires [2, 36].

The use of remote sensing for evaluating the productive capacity of the land faces
several technical and conceptual challenges. The main difficulties are: frequency of images
captured by satellites which have a frequency of three days; quality might be limited by
the presence of clouds; and low spatial resolution which have a precision of ten meters.
Also important is the understanding of a productive set (called stand) for its classification
and delimitation and the high variety in planting patterns according to geolocation, so
that in certain regions the planting of soybeans and corn is reversed in relation to the
calendar of others, bringing one more difficulty in the culture detection process.

Brazilian agribusiness is among the ten largest exporters in the world [16]. The
Brazilian market is mainly composed of a select group of crops, with 90% of the national
agricultural territory consisting of soy, corn and sugar cane [12]. In the case of sugarcane,
it has a concentrated geospatial behavior because of its direct relationship with ethanol
and sugar plants [4].

When we observe the agricultural productivity of soy, corn and sugar cane, we
understand that the available financial resource reduces the possibility of competition
from small producers. Only producers with the ability to generate agricultural credit can
effectively maintain the production cycle [31]. However, the concession of agricultural
credit is associated with the productive capacity of the land [11]. To be evaluated it
requires a face-to-face visit for estimating the quality of the land, a compilation of histor-
ical records to carry out a survey of the revenue capacity of the plantations, among other
information. This results in a lengthy and costly process, both for the creditor and for
the applicant [34].



1.1. Contributions 13

1.1 Contributions

In this work, we present an automatic and efficient system for the analysis of
productive capacity of large areas of plantation. We use satellite images for evaluating
the productive capacity of specific regions. The system is able to (i) delimit the soil
in planting regions, (ii) perform the demarcation analysis of the planting and harvesting
periods and (iii) classify the crops present in each area. We focus on the Brazilian territory
and the classification of plantings of corn and soybeans. The demarcation of regions for
planting sugarcane is not necessary because they are close to ethanol and sugar industries.
Our system is able to improve the agricultural productivity analysis process, ensuring
accessibility and speed in the process of granting rural credit.

In summary, the main contributions of this work are:

e We built a dataset with 185,941 areas geographically spread throughout the Brazil-
ian territory. The dataset created was constructed from three sources: public data
containing 149,053 samples and a manually built dataset containing 35,158 samples
from areas demarcated as productive, and 1,730 harvests classified manually with

start and end dates and the identified crop.

e We developed an analysis pipeline that consisted of demarcating productive re-
gions, selecting planting areas, treating historical series to demarcate planting and

harvesting periods and classify the crops present in each area.

e In order to overcome the various challenges in remote sensing techniques, expansion
techniques were applied in the process of demarcating productive regions, thus im-
prove the spatial resolution of the images used, as well as methods of filling data
in the historical series in order to circumvent the limited frequency and clouds in

satellite images.

e We performed a comparative analysis between supervised and semi-supervised tech-
niques for classifying crops. We show that there is a significant advantage of su-
pervised classification techniques, mainly due to the high diversity of cultures and

types of plantations in each region.

e Results of the techniques used for demarcation of productive regions and classifica-
tion of harvest periods are highly performative and aligned with the reality of the
data used. The predictive capacity of supervised models present AUC =~ 0.94 and
unsupervised models present AUC = (.88.
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1.2 Thesis outline

The remainder of the thesis is organized as follows. Chapter 2 provides a discussion
of relevant related work. Chapter 3 presents the dataset created for this study. In Chapter
4 we present our methods for image segmentation, productive area classification, season
detection, crop classification. In Chapter 5 we report the results. In Chapter 6 we present

concluding remarks.
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Chapter 2

Related Work

In this chapter, we review the related work and existing literature on the topics of agricul-
tural analysis, machine learning techniques, remote sensing applications, and crop classi-
fication. The focus of the review is on studies that have addressed challenges similar to
those encountered in the presented study of analyzing productive capacity in agricultural

areas using machine learning and remote sensing.

2.1 Agricultural Analysis using Machine Learning

and Remote Sensing

Several researchers have explored the integration of machine learning algorithms
with remote sensing data for agricultural analysis. Research by Vibhute [38], demon-
strated the wide range of application that remote sensing and machine learning has in
the agricultural sector, with applications such as Crop Inventory, Crop type classification,
Crop identification, Crop condition monitoring, among others [21, 24]. The use of spectral
indices such as NDVI has been explored as a way to demarcate planting regions and clas-
sify crops in different ways, results such as those presented by Musande [26] demonstrate
the ability to correctly identify crops through remote sensing, reaching 93.12% accuracy
in the cotton identification process.

Other studies show the advantage in the analytical process, in initially obtaining
certain objects from an image through the segmentation process [32]. Despite the exis-
tence of several studies on the crop classification process, little has been explored in the
combination of segmentation and classification techniques in order to demarcate planting
regions as a whole, results such as those of Vieira [39] demonstrate the high predictive
capacity of techniques directly associated with the raw information of the image, the

addition of segmentation techniques can further increases the possibility of results.
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2.2 Challenges in Remote Sensing for Agricultural

Analysis

Remote sensing for agricultural analysis presents numerous challenges that need to
be addressed to ensure accurate and reliable results. Researchers have investigated issues
related to satellite image capture frequency, cloud interference, and low spatial resolution.
Yang [42] shows how the limited spatial, spectral, radiometric and temporal resolutions
methods can dificult the remote sensing process. More specifically in the application of
remote sensing to agriculture, the need for images with high frequency and low presence
of clouds is crucial [17].

In order to address problems such as the presence of clouds, studies have sought to
apply techniques to remove obstructed information, and then reconstruct the resulting im-
age based on temporal and spatial information. Lin [23] presents a spatial reconstruction
approach based on the premise of low mutability of land cover, the premise is not appli-
cable in the context of plant growth during a season, in view of the rapid plant growth of
planted crops, however we can rely on the idea in order to replicate the temporal similarity
proposed in the seasonality of regions of planting.

Another problem directly related to the use of remote sensing in agriculture is
the low spatial resolution. sensors with long historical periods tend to have low spatial
resolution, and high spatial resolution sensors tend to have a short historical interval,
considering that the evolution towards high resolution sensors is something recent [33].
The increase in spatial resolution has allowed significant advances in the accuracy of
remote sensing techniques [41], however the spatial limitation is still a significant factor
when we aim to evaluate geographically smaller regions. Johnsson [20] demonstrates
how even high resolution satellites have difficulty spatially delimiting regions when in the
presence of high heterogeneity, he presents an approach that uses object-oriented and
knowledge-based techniques in order to improve the delimitation process.

Finally, we have the low temporal resolution, the frequency of images from a satel-
lite is related to the time taken for its rotation around the planet earth. When we consider
the presence of clouds that prevent obtaining image information, the variability of the tem-
poral frequency increases dramatically and emphasizes the risk of losing accuracy in the
analysis. Zhang [44] presents an analysis of the accuracy of satellite-derived phenology,
concluding that the absence of up to 16 days of images does not significantly compromise

the analytical process, except in periods of phenological transition.
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2.3 Crop Classification and Labeling Techniques

Labeling in supervised learning is a crucial part of the process, the quality of the
selected data drastically defines the performance of models trained on them. Alonso shows
how the quality of the labels of a training set significantly impacts the classification result
[3], the approach of different labeling techniques can define the quality of a result as rele-
vant or disposable. Automatic labeling techniques, or based on heuristics, are common in
scenarios with large amounts of unlabeled and easily distinguishable data [1], the applica-
tion of feedback loop systems has already proven capable of resulting in high-performance
labeling methods, as presented by Boecking, where a small amount of feedback was enough
to train models that achieve highly competitive test set performance[6].

In the context of crop classification, the use of heuristics for demarcation is rel-
atively common, studies such as Patel’s show the ability to infer the stages of a crop
using the planting and harvesting calendar together with remote sensing information [28].
We also observed the relative ease that exists in mapping crops such as soybeans and
corn based on their phenological planting cycle, Zhong presents an accuracy of 87.2% in
the process of agricultural mapping of soybeans and corn through regional classification

techniques using concepts of phenological cycle [45].

2.4 Differences Between Aforementioned References
and This Study

The references mentioned earlier primarily center around agricultural analysis em-
ploying remote sensing and machine learning techniques, encompassing tasks like crop
classification and land evaluation. However, these references do not explicitly delve into
the specific challenges associated with evaluating the productive capacity of large agricul-
tural areas and its implications for rural credit in Brazil. To address this gap, our study
takes a more focused approach, dedicating efforts to create an automatic and efficient
system for analyzing the productive capacity of extensive plantations in Brazil, with a
particular emphasis on corn and soybean crops.

In the realm of related work, various challenges in remote sensing for agricultural
analysis are discussed, encompassing issues such as cloud interference, low spatial reso-
lution, and limited temporal resolution. Our study acknowledges these challenges and

implements suitable solutions. We apply expansion techniques to enhance spatial resolu-
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tion, adopt methods for filling data in historical series to mitigate the effects of limited
frequency and cloud-related problems in satellite images, and explore the advantages of

utilizing supervised classification techniques for accurate crop classification.
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Chapter 3

Dataset Construction

The dataset created for this study was constructed from three sources: public satellite

images, public data and a manually built dataset, as detailed next.

3.1 Public Satellite Image Acquisition Datasets

The image data was captured by the Sentinel-2 satellite [29]. The satellite has
multispectral information with a resolution of 10 to 60 meters, varying according to the
band, with an approximate granularity of three days. All data were obtained using the
Google Earth Engine tool [27], which provides already treated bands, specific indices and
cloud filters.

We selected approximately 9 million good quality images for the Brazilian terri-
tory obtained after 2018, as we use an API from Earth Engine to provide the data, the
image estimation was made considering the average frequency of the satellites, 3 days,
the number of months and the number of areas. To identify the type of crops, frequency
of planting and harvesting we extracted indices from the raw satellite bands. The main
index was the Normalized Difference Vegetation Index (NDVI), which is used to quantify

the greenness of plants and the density of vegetation on the soil [40].

3.2 Public Datasets

We used three public datasets for classifying productive lands: (i) Mapbiomas [35],
with 51,957 samples, (ii) TerraClass [9] with 46,183 samples, and (iii) CONAB [10] with

50,913 samples, totaling 149,053 samples. A conjuncture of soil mapping bases presenting



3.3. Manually Built Datasets 20

a relationship between the culture and the soil were used to demarcate the productivity

of different cultures in the Brazilian territory.

3.3 Manually Built Datasets

The manually built datasets were constructed in a partnership with Tarken!, an
agricultural credit analysis company. Tarken provides a platform to optimize the entire
credit cycle for clients, integrating the entire workflow from the registration form through
credit approval. One important step in this workflow is to decide whether an area of land
is considered productive, which harvest is carried on with start and end dates and the
identified crop. The platform carry out a feedback loop system to obtain manual input
data directly from producers and agricultural resellers.

The data was collected using a manual analysis system on satellite images, temporal
graphs of the reported bands and assertive response from producers and resellers who
made use of the platform. We build a database containing 35,158 samples from areas
demarcated as productive, as well as 1,730 harvests classified manually, with start and
end dates and the identified crop throughout the years of 2018 to 2022.

lyww.tarken.com.br
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Chapter 4

Methods

In this chapter we present our methods for image segmentation, productive area classifi-

cation, season detection, crop classification.

4.1 Image Segmentation

The vast majority of studies related to the mapping of crops in the soil perform a
spatial analysis, demarcating planting regions. However, the granularity of the marking is
related to the spatial resolution of the satellite, which in most cases does not correspond to
reality, considering that planting follows a pattern of behavior in pre-demarcated regions.

In order to classify planting with greater precision, we propose a stage of demar-
cation of planting regions based on the NDVI correspondence over time. For this, an
extraction of the TIFF file of a given region was carried out with the NDVI informa-
tion pixel by pixel to form a temporal series of the level of biomass in the soil for each
pixel. Each image was grouped monthly with the mean value of the NDVI on each pixel,
resulting on a series of 60 point per pixel.

Next, we perform a temporal clustering by grouping those that have similar behav-
ior. For clustering, the Felzenszwalb Segmentation [14] algorithm was applied, followed
by the construction of polygons based on the demarcation of discovered clusters, the al-
gorithm uses a local threshold to determine the limit of each cluster, in our experiments
it was possible to observe that this value behaves similarly throughout the distribution of
the national territory, thus allowing the selection of a single value in all images.

Despite the segmentation being capable of delimiting the spatial separation of
terrains with high precision, there is still a spatial limitation of the satellite itself. In the
case of this study the spatial limitation is 10 meters, which results in certain polygons with
high eccentricity, often related to roads or physical borders of terrains. We then perform a
post-processing for removing polygons with high eccentricity and high proportion of area

and perimeter. Finally, we make a spatial expansion of the resulting polygons using the
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Figure 4.1: The distribution of areas covers almost the entire national territory, with the
exception of the Amazon region, in view of the high density of the forest.

concept of Voronoi diagrams [5] and obtain 100% of ground cover, filling in the spaces

generated by the aforementioned post processing.

4.2 Productive Area Classification

After the demarcation of regions with temporal correspondence of biomass, we
select regions that are productive, that is, those that are within the cycle of planting and
harvesting. For this, we carry out a supervised classification using public soil mapping
datasets demarcating productive or not productive polygons according to the percentage
of coverage of the area marked as productive. In the end, we build a dataset with 185,941
areas geographically spread throughout the Brazilian territory. Figure 4.1 presents the
diversity of the distribution of areas for for the national territory, with the exception of
the Amazon region, in view of the high density of the forest.

This dataset were divided in five sets for using the 5-folds cross-validation tech-
nique, which were used in the training of a XGBoost [8] model, using as features the

following six indices extracted from the collected satellite images:
i. Normalized Difference Vegetation Index (NDVI) [40]

ii. Enhanced Vegetation Index (EVI) [40]

iii. Canopy chlorophyll content index (CCCI) [15]

iv. Leaf Area Index (LAI) [13]
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v. Normalized Difference Moisture Index (NDMTI) [19]
vi. Normalized Difference Red Edge Index (NDREX) [37]

For each index, we aggregate the average values of the demarcated polygons, thus forming
a single value for each index, polygon and date. In this way we arrive at a multivariate time
series, from which we extract time characteristics including mean, minimum, maximum,

variance and standard deviation

4.3 Season Detection

In order to demarcate the cultures of each harvest it is necessary to demarcate
the planting and harvesting periods in time, given that certain planting regions are used
for planting multiple crops, such as soybeans in summer and corn in winter. For this
we use the NVDI index, which visually shows the behavior of the crop over time, being
possible to observe ”waves” in the periods of crop growth. This occurs due to the process
of harvesting and plowing the soil, which reduces the level of biomass to close to 0,
generating the effect of a fall in the curve, followed by growth associated with the next
planting carried out.

However, satellite images are subject to noise, mainly due to the presence of clouds.
Therefore, we appliy a filter to remove pixels identified with clouds using the information
provided by the GEE on the probability of cloud presence in each pixel. Then it is
necessary to apply a smoothing to the curve in order to remove visual noise using the filter
Savitzky-Golay (SavGol) [7, 30] and obtaining the demarcation of the periods. Figure 4.2
shows that the filter is able to remove noise without compromising the behavior analysis
of the series.

Considering that there is an extremely strong correlation between planting and
rainy seasons, it is very common that most of the photos during the harvest period have
high cloud coverage, reaching often 90% or more cloud coverage in the region, thus making
analysis impossible. In order to circumvent the problem in question, a data imputation
technique was proposed, for periods of long absence of information. Using the historical
series itself, we trained a KNN [43] with the neighborhood information of each point, last
observation, next observation, moving average of the last three observations and day of
the year of the current observation, in order to predict the value in days of absence.

Then we apply a technique for demarcation of the valleys in the time series by using
the second derivative of the series for picking the inflection points, thus demarcating all

the valleys. However, due to the noise there are still markings of valleys that do not
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Figure 4.2: The NDVI graph is extremely noisy and we apply a Savitzky-Golay filter
(SavGol) to remove noise without compromising the behavior analysis of the series.

correspond to periods of beginning or end of crops. To remove invalid markings we apply

the following heuristic:

i. In the case of intervals of less than 60 days between a start and an end tag, mark

both points as invalid.

ii. If the lowest NDVI value during the interval is greater than 0.8, mark both points as

invalid.

iii. If the highest NDVI value during the interval is less than 0.1, mark both points as

invalid.

iv. If the distance from the marked point to the peak in NDVI value is less than 0.1,

that is, there is no real growth or decay of values, mark both points as invalid.

Finally, we select all the intervals marked as invalid and check the distance from it to the
next valid interval, if it is less than 15 days, we group both intervals generating a single

marking of harvests.

4.4 Crop Classification

After the demarcation of the harvest periods, we proceed to the final analysis for
the classification of the cultures of each harvest. For that we carry out the following four

approaches:
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1. The application of a heuristic using the soybean and corn agricultural calendar
[22, 25], that is, classifying both crops based on planting and harvesting dates in

each geographic region.

2. Training a model using part of the dataset of 1,730 harvests classified manually (see

Section 3.3).

3. Training a model using a dataset of 35,158 harvests classified with the heuristic (see

stepl).
4. Training a model using the two datasets built in steps 2 and 3.

The four approaches were evaluated on the dataset of manually classified crops (see
Section 3.3) using a XGBoost model. The dataset of 1,730 harvests was divided using
the 70/30 technique, thus resulting in 502 crops for evaluation and 1,228 for training. In
all cases the multi class classification was evaluated for corn, soy or unknown considering
the possibility of the existence of other crops in the middle of the dataset.

To train the model we perform an extraction of temporal features referring to the
crop interval, namely, the NDVI peak of the period, the day of the year of planting,
the day of the year of harvest, the Kurtosis of the curve and the Skewness of the curve,
characteristics that were evaluated through the manual analysis of the curves already

classified as potential differentiators of the main crops.
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Chapter 5

Results

In this chapter we discuss the results obtained in each of the worked categories, image

segmentation, productive area classification, season detection, crop classification.

5.1 Image Segmentation

In order to evaluate the quality of land segmentation a qualitative observation of
the result was necessary, in view of the absence of datasets for comparisons in direct met-
rics. Despite this, the qualitative assessment for the case in question might be measured
by the visualization contrasted with the satellite image. Figure 5.1 shows that the original
segmentation clearly delimits the separations of the different productive areas, as well as
the areas of native vegetation and constructions such as the headquarters of a farm or

roads.

Figure 5.1: The image presents an example of segmentation carried out on top of spatial
clippings which were later grouped.
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Figure 5.2: We can observe the reduction in the number of polygons, as well as the total
land cover being maintained, thus improving the quality of the real polygons.

We can also observe from Figure 5.1 that despite the good delimitation there are
still noisy polygons among the demarcated ones, many with high eccentricity or are very
small. For noisy polygons we apply the filter criteria followed by the Voronoi technique
to expand the area and obtain 100% ground cover, as shown by the image of Figure 5.2.

Although we observe some unnecessary separations inside productive regions, they
do not have a negative impact considering that, after classifying productive regions, we
arrive at planting polygons. Even if they have more divisions than necessary, the biomass
behavior in the subdivisions does not differ to the point of affecting season detections and
crop classifications. Together with this, we can observe the high capacity of the model to
distinguish non-productive regions as a single cluster, thus facilitating the classification
analysis of productive areas described in the following section.

With the result presented, we carried out the segmentation process throughout the
national territory, generating a database containing 18,223,305 demarcated areas. The
delimitation process showed a high ability to differentiate regions based on the behavior of
historical biomass. In this study, the focus was solely on the classification of the planting
area, but based on the observed results, the technique in question has the possibility of
being used in other processes for evaluating the behavior of biomass, such as detection of

deforestation, loss of biomass in native vegetation, among others.
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Figure 5.3: As we only plot the polygons marked as productive, we observe the false
positive rate approaches zero and our biggest problem becomes false negatives.

5.2 Productive Area Classification

The classification of productive regions was evaluated with an extensive dataset
of demarcated regions, so it was possible to observe both the numerical results of the
binary classifier, as well as a qualitative visualization similar to the original segmentation.
Figure 5.3 shows only productive stands plotted on the map. In spite of the fact that the
classification is easy to demarcate non-productive regions, the existence of false negatives
is an obvious problem, in order to mitigate the occurrence of false negatives, we sought
to better understand the distribution of classes, which led us to consider a more tolerant
classification threshold in order to increase recall. False negatives are often linked to
anomalous behavior in the planting regions, as the planting pattern is often not uniform
and we have polygons with historical series very different from the standard behavior of
productive regions.

Despite the qualitative result demonstrating the lack of precision in the classifica-
tion, when we expand the scope of analysis to the total set of data that we use, containing
185,941 areas, we have more direct metrics, the real result of the classifier, arriving at the
results presented in Table 5.1, we can observe that corroborating the hypothesis observed
in the qualitative analysis we have a low precision of 0.765. However, AUC [18] reaches
the value of 0.94, which is a more robust metric for situations of imbalance of classes,
which corresponds to our real scenario, considering the high density of productive regions

in the analyzed areas, but their low spatial distribution, we can observe this scenario
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in the base used, which contains 100 thousand non-productive samples and 80 thousand

productive samples.

Table 5.1: Productive Classifier result metrics

‘ Recall ‘ F1 Score ‘ Precision ‘ Balanced Accuracy ‘ AUC ‘
| 0.904 | 0.829 | 0.765 | 0.878 | 0.940 |

Thus, we can observe the high reliability in the regions marked as productive,
allowing subsequent analyzes to be carried out only on polygons that are correctly marked

as productive, thus facilitating the marking of crops and classification of crops.

5.3 Season Detection

In order to exemplify the impact that the presence of clouds during the planting
period can have on the demarcation, we selected an NDVI sample from a region with crop
(soybean) and off-season (corn) production over the last five years. In this region there
is a high presence of clouds in year 2022, thus compromising the demarcation of harvest
periods and identification of periods of planting as observed in the image from Figure 5.4.
However, we can observe in the image from Figure 5.5 that in the actual observation there
was a harvest carried out in January, planting in February and in March a new culture was
in place. In this way, when applying the KNN-Inputer, it was possible to reconstruct the
curve based on the historical behavior, thus correctly demarcating the period of harvest
and new planting, as observed in the image from Figure 5.6.

For the aforementioned example, we have a case of recurrent behavior, that is,
planting in the evaluated region maintained the same pattern over the years. As we use
a clustering technique based on the historical series itself, we run a risk in regions that
have a high variance in planting behavior, cases in which the region changes the planted
crop or the planting windows may result in incorrect reconstructions in the curve.

In order to more clearly assess this risk, we carried out an experiment with a region
that underwent a drastic change in behavior, moving from planting Sugar Cane (annual
crop) to alternating between Corn and Soybean, in which it can be seen that the impact
did not compromise the analysis of the behavior of the curve, considering that we only
carried out the correction in regions that spent more than 15 days without observable
information, thus reducing the probability of correcting the curve as a whole, bearing in
mind that the shorter period of harvests is 90 days. We can see in Figure 5.7 that the

KNN method does not change the curve to the point of losing information about it.
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Figure 5.4: In the year 2022, the presence of clouds completely compromises the demar-
cation of the soybean harvest and corn planting.

Figure 5.5: We can observe the evolution on 01/22, 02/22 and 03/22 of the land being
harvested and replanted.
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Figure 5.6: We can observe how the curve in 2022 is reconstructed while not losing the
behavior of previous years.
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Figure 5.7: Until the year 2021 we have a sugarcane plantation, with annual harvest
periods, in 2021 and 2022 we have the planting of soybeans and corn.
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Figure 5.8: The markings for the beginning of the end overlap in the soybean and corn
crops, it is common for there to be planting right at the time of the previous crop’s
harvest.

Finally, we mark the harvest intervals using the smoothed curve, despite the pre-
processing complexity, the demarcation process is considerably simple and low risk, con-
sidering that we only seek the valley points on the curve and correct the intervals with
the heuristics, the results are quite reliable in the demarcation of the intervals, being pe-
nalized only in the precision of exact planting and harvesting dates that are displaced due
to the application of the filters. We can observe in Figure 5.8 that the seasons intervals
are correctly marked, however the start dates suffer some noise with the smoothing of the

original graph.
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5.4 Crop Classification

With the crop ranges demarcated, we can now classify the crops in each range, using
the information extracted between planting and harvesting dates. In order to evaluate
the classification capacity, we used the 502 manually demarcated seasons. Initially, we
evaluated the calendar heuristic as a crop classification technique, using the planting and
harvesting dates for demarcation, we arrived at the results presented in the confusion
matrix 5.2, with a balanced F1 of .827 being the approach with the worst result, very
related to crops that have a calendar similar to corn and soybeans but differ in other

aspects, such as speed of growth or harvest technique.

Table 5.2: Heuristic confusion matrix

‘ ‘ Soy ‘ Corn ‘ Others ‘

Soy 161 2 54
Corn 0 131 25
Others | 3 7 119

Then we have the machine learning approach with heuristic labeling techinique,
in which we train a classification model using a dataset of 35,158 seasons built with the
mentioned heuristic, the model in question was evaluated in the same 502 seasons and
obtained the confusion matrix 5.3 that demonstrates a small improvement over the direct
heuristic, but not very expressive with a balanced F1 of .829, facing similar problems in

the classification of other cultures.

Table 5.3: Heuristic labeling confusion matrix

‘ ‘ Soy ‘ Corn ‘ Others ‘

Soy 162 2 53
Corn 0 131 25
Others | 3 7 119

Then we have the manual labeling techinique, using a separate base of 1,170 har-
vests for training, in this case we can observe a significant improvement in relation to the
previous approaches, mainly due to the better ability to differentiate the cultures marked
as "others”, in relation to corn and soybean labels. In the confusion matrix 5.4 we can
see how the reduction of false classifications of others was significant, thus reaching a
balanced F1 of .942.

Finally, we carried out the joint approach, using both datasets, heuristic and man-

ual, for model training. In this approach we observed a significant improvement in relation
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Table 5.4: Manual labeling confusion matrix

‘ ‘ Soy ‘ Corn ‘ Others ‘

Soy 201 2 14
Corn 0 151 5
Others | 6 2 121

to the first two, however a worsening in relation to the manual approach, reaching a bal-
anced F1 of .882, again having as a major problem the distinction of crops marked as

“others” in relation to maize and the soybean.

Table 5.5: Joint approach confusion matrix

‘ ‘ Soy ‘ Corn ‘ Others ‘

Soy 177 2 38
Corn 0 143 13
Others | 3 5 121

We can therefore understand that the main limitation of heuristic techniques in the
context of the problem in question are the unknown varieties of planting, as we deal with
unusual planting scenarios, or even uncommon crops, we are confronted with several cases
of crops in periods similar to the of soy and corn, or cases of soy and corn ”out of season”
that is, planted in periods outside the agricultural calendar. Even with the application
of the heuristic added to the model, the classification based only on date results in an
incorrect conduction for the model, causing it to lose its predictive capacity of separating

different cultures and the two main ones.
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Chapter 6

Conclusions

The agricultural productivity analysis process is important to ensure accessibility and
speed in the process of granting rural credit. In order to evaluate the ability to carry
out agricultural monitoring using remote sensing, we developed an analysis pipeline that
consisted of demarcating productive regions, selecting planting areas, treating historical
series to demarcate planting and harvesting periods, and finally a comparative analysis of
manual and heuristic labeling approaches to classifying crops at season intervals. In order
to overcome the various challenges in remote sensing techniques, expansion techniques
were applied in the process of demarcating productive regions, thus helping the spatial
resolution of the satellites used, as well as methods of filling data in the historical series
in order to circumvent the limitations frequencies and clouds in satellite images.

It was possible to verify that the predictive capacity of the model trained on the
manual dataset has a significant advantage over the model trained on the heuristic dataset,
with values of 0.94 of F1 in relation to 0.88 respectively. This is directly related to the
presence of several behavior outliers in planting patterns, which we can observe with
crops outside the common period, as well as the presence of exception crops that, despite
making up only 10% of the national territory in absolute terms , have a significant impact
when looking at regions as a whole.

The study in question allows the evolution in three main fronts, initially it was
possible to observe the high capacity of demarcation of regions using the temporality of
the biomass added of clustering techniques, with the results presented we observe the pos-
sibility of expanding the technique in question to approach demarcators of deforestation,
loss of biomass, invasion of the preservation area, among others.

Secondly, we have the productive areas classification approach, with the observed
results it was possible to understand the lack of classification of non-productive regions,
the information used in this approach is restricted to aspects of the local vegetation,
however there are a series of spectral indexes that can be used to identify non-productive
regions, such as information regarding the presence of buildings, water, rock formations,
soil type, etc.

Finally, we have the evaluation of planting periods, and classification of cultures,

in both cases it is possible to observe the direct relationship between the NDVI curve,
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with the planting intervals and the planted culture. The high predictive capacity in the
given scope demonstrates the effectiveness of the approach by observing characteristics of
the culture, with this we can approach curve demarcation techniques based on similarity,
techniques similar to the speech demarcation approach in sound waves, such as dynamic
time warping.

With the aforementioned propositions, it is possible to expand the study in question
to a different classification, including in the process the demarcation of more specific crops
in addition to corn and soybeans, thus allowing a more diverse assessment of planting
contexts and the application of the proposed flow in regions with greater diversity of

Crops.
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