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Sumario Executivo

Objetivos: O principal objetivo deste projeto é desenvolver métodos e algoritmos para
a tarefa de classificagao automatica perante dados discretos, incertos, dinamicos e de alta
dimensionalidade.

Motivagao: Dados discretos, incertos, dinamicos e de alta dimensionalidade sao perva-
sivos e produzidos pelas mais diversas aplicacoes. Texto livre ou documentos estruturados
sao exemplos de dados com tais caracteristicas. Perante esse tipo de dado, a producao de
modelos preditivos (i.e., classificadores) é uma tarefa extremamente desafiadora, seja pela
alta complexidade computacional envolvida no processo, seja pela dificuldade em se atin-
gir indices aceitaveis de efetividade e acuracia. A busca pela solucao de tais desafios, bem
como o impacto decorrente dos algoritmos a serem desenvolvidos, motivam este projeto.

Descricao: O projeto é organizado em quatro camadas. Na primeira camada iremos
definir as fontes, coletar e preparar os dados com as caracteristicas de nosso interesse. A
segunda camada envolve a elaboracao de novos métodos para producao de classificadores
através do uso de projecoes de treino. Na terceira camada serao desenvolvidos algorit-
mos de classificacao baseados no método de projecao de treino. Finalmente, na quarta
camada iremos avaliar os algoritmos desenvolvidos em diversas aplicagoes de reconhecida
importancia.

Resultados Esperados: Ao fim deste projeto (36 meses) espera-se obter os seguintes
resultados: (i) projetar, implementar e validar novos métodos e algoritmos para clas-
sificacao via projecao de treino; (ii) avaliar a efetividade pratica dos algoritmos desen-
volvidos em aplicagoes relevantes e desafiadoras; (iii) formar 2 doutores, 8 mestres e 10
alunos de iniciagdo cientifica; (iv) publicar 6 artigos em periédicos, 8 artigos em con-
feréncias internacionais e 8 artigos em conferéncias nacionais; e (v) publicar e transferir
toda a tecnologia produzida durante o projeto para fins de pesquisa e desenvolvimento
tecnolégico.

Indicadores de Pesquisa: A seguir mencionamos os resultados de pesquisa obtidos
nos udltimos trés anos (abordando temas relacionados ao projeto proposto). Publicamos
um livro em 2011 pela Springer. Publicamos 8 artigos em periddicos (sendo que 4 de-
les foram recentemente aceitos para publicacao), e 22 artigos em eventos (12 dos quais
internacionais). Temos ainda 4 submissoes para periédicos em avaliagdo. Formamos 2
alunos de iniciagao cientifica (um deles foi premiado com o melhor trabalho de iniciagao
cientifica de 2011 pela Sociedade Brasileira de Computagao). Formamos 2 mestres e mais
2 mestres devem ser formados até o final de 2011. Recebemos 6 premiagoes/distingdes
(5 nacionais e 1 internacional) e participamos de 9 projetos de pesquisa (4 deles como
coordenador). Atuamos em comités de programa (eventos nacionais e internacionais) e
revisamos artigos para pelo menos uma dezena de periddicos. Uma relacao detalhada de
nossos resultados é apresentada no Anexo A.

Recursos Solicitados: Solicitamos uma bolsa de produtividade em pesquisa nivel 2.



1 Introducao

A capacidade de modelar comportamentos e fendmenos com a finalidade de realizar tarefas
preditivas vem tornando-se cada vez mais desejavel nos mais diversos cenarios. Um modelo
preditivo consiste em uma combinagao (semi-)6tima de vérios atributos que mostram
algum tipo de influéncia (ou correlagao) no comportamento ou fendémeno sendo modelado.
Na érea de marketing, por exemplo, o sexo e a idade do cliente, bem com seu histérico de
compras, podem ser atributos usados para modelar seu comportamento de forma a prever
compras futuras.

Existem diversos tipos de tarefas baseadas em modelagem preditiva [56]. Especifica-
mente, a tarefa que vamos abordar neste projeto é denominada classificacao [30]. Nesse
caso, um algoritmo de classificacao analisa dados histéricos de forma a realizar previsoes
sobre eventos futuros. Tais eventos sao denominados classes, e devem ser especificados
de antemao. Tipicamente os dados histéricos fornecidos a um algoritmo de classificacao
sao denominados exemplos, e cada exemplo é composto por um conjunto de atributos
seguido da classe a qual o exemplo esta associado. Os exemplos fornecidos ao algoritmo
de classificacao formam o conjunto de treino, e o algoritmo deve analisar os exemplos no
conjunto de treino de forma a fornecer como saida um modelo (ou classificador), que tem
a capacidade de predizer a classe que deve ser associada a dados futuros. Obviamente,
o modelo produzido durante o processo de classificacao pode cometer erros de predicao.
Sendo assim, o objetivo de um algoritmo de classificacao é o de produzir um classificador
que cometa a menor quantidade de erros possivel quando submetido a dados futuros,
obedecendo ainda a restricao de ser computacionalmente eficiente [59, 74, 75].

Neste projeto vamos assumir cenarios de aplicagao para algoritmos de classificagao nos
quais os dados a serem analisados possuem quatro caracteristicas chaves:

1. Sao discretos: os atributos podem assumir um ntimero finito de possiveis valores,
os quais nao podem ser sub-divididos.

2. Sao incertos: as classes e os atributos possuem um certo grau de incerteza, tendo
em vista a possibilidade de erros na preparacao e/ou coleta dos dados.

3. Sao dinamicos: o conjunto de treino pode ser alterado, com a inclusao, remocao e
alteracao de exemplos.

4. Possuem alta dimensionalidade: a quantidade de atributos que compoem um exem-
plo é potencialmente enorme.

Algoritmos de classificagao enfrentam sérios desafios ao lidar com dados discretos, in-
certos, dinamicos e de alta dimensionalidade [48, 49]. Aqueles algoritmos que sao especifi-
camente desenvolvidos para analisar dados discretos estao seriamente sujeitos a explosao
combinatéria, o que os compromete do ponto de vista da eficiéncia computacional [40].
Dados incertos, por sua vez, podem comprometer a efetividade dos algoritmos de clas-
sificacao devido a incerteza inerente aos valores assinalados as classes e aos atributos, o
que pode afetar a qualidade do conjunto de treino [50]. J& a dinamicidade dos dados
de treino obriga o algoritmo de classificacao a ser altamente incremental [65]. Por fim,
a alta dimensionalidade dos dados faz com que os algoritmos de classificacao busquem



um meio-termo entre efetividade e eficiéncia, sendo que modelos (ou classificadores) mais
efetivos ndo possam ser produzidos de forma eficiente [53, 47].

Mesmo com todas as dificuldades mencionadas acima, é extremamente importante
produzir classificadores eficientes e eficazes a partir de dados discretos, incertos, dinamicos
e de alta dimensionalidade. Esse tipo de dado é cada vez mais comum devido a facilidade
em produzi-lo e coleta-lo. Exemplos desse tipo de dado incluem texto livre, documentos
estruturados, e até mesmo dados de microarranjo'. Entre os diversos cendrios de aplicacao
que utilizam esse tipo de dado, podemos citar:

e Predicao de desastres naturais, como enchentes e alagamentos.
e Predicao de epidemias, como a da dengue [45].

e Descoberta de interagoes medicamentosas.

e Deteccao de fraudes em transacoes eletronicas.

e Detecgao de conteudo poluido na Web [10, 28].

e Detecao de objetos replicados.

e Extracao de entidades [33, 34].

e Anilise e monitoramento de sentimentos e opinides [31, 65].

e Recomendagao e ordenagao de contetdo e de produtos [2].

e Categorizacao e busca de contetido multimidia [38, 39].

e Manutengao de bibliotecas digitais [14, 41, 43].

No decorrer do projeto, iremos introduzir um método de classificacao genérico, que
habilita a producao de classificadores efetivos e eficazes perante dados discretos, incertos,
dinamicos e de alta dimensionalidade. Tal método é denominado Classifica¢ao Associativa
via Projecao de Treino, e tem como intui¢ao chave decompor um problema de classificagao
em sub-problemas menores, onde cada sub-problema pode ser solucionado efetivamente
de maneira independente, e através da utilizacao de classificadores mais simplificados. A
uniao da simplicidade e efetividade torna o método altamente pratico, como discutido
em [13].

Posteriormente, serao propostos diversos algoritmos de classificacao baseados no método
de classificacao associativa via projecao de treino. Mais especificamente, apresentaremos
estratégias desenvolvidas para lidar com dados discretos, dinamicos, incertos e de alta
dimensionalidade. Tais estratégias funcionam como “pecas de montagem” de algoritmos
de classificacao. Dessa forma, apresentaremos um pipeline de montagem, que é dividido
em 5 etapas:

10O termo microarranjo é uma traducdo natural e aceita para o termo em Inglés microarray pelo qual
uma técnica experimental da Biologia Molecular é mais conhecida.



1. Escolha da modalidade de classificacao: o algoritmo de classificacao pode adotar a
modalidade supervisionada, semi-supervisionada ou ativa. Na modalidade supervi-
sionada, o algoritmo de classificacao tera acesso a um conjunto de treino composto
por apenas exemplos para os quais as classes sdo conhecidas (i.e., exemplos rotula-
dos). Na modalidade semi-supervisionada, o algoritmo de classifica¢do tera acesso a
um conjunto de treino composto tanto por exemplos rotulados quanto nao-rotulados.
Finalmente, na modalidade ativa, o algoritmo de classificacao devera ser capaz de
selecionar os exemplos que irao compor o conjunto de treino.

2. Escolha da estratégia para lidar com dados discretos: este tipo de dado pode ser
sumarizado por meio de padroes de co-ocorréncia, e as estratégias disponiveis nesta
etapa do pipeline diferem-se dependendo do padrao de co-ocorréncia que ird compor
o classificador.

3. Escolha da estratégia para lidar com dados dinamicos: este tipo de dado exige que
o algoritmo de classificacao seja capaz de atualizar o classificador de forma rapida e
constante, de forma a refletir alteragoes feitas no conjunto de treino. As estratégias
disponiveis nesta etapa do pipeline diferem-se dependendo da frequéncia com que o
conjunto de treino é modificado.

4. Escolha da estratégia para lidar com dados incertos: este tipo de dado contém
imprecisoes que podem comprometer a qualidade do conjunto de treino, exigindo
que o algoritmo de classificagao seja capaz de reduzir o grau de incerteza dos dados
enquanto produz o classificador.

5. Escolha da estratégia para lidar com dados de alta dimensionalidade: este tipo de
dado pode comprometer o desempenho computational do algoritmo de classificagao,
exigindo que o algoritmo de classificagao adote cortes no espago de busca por padroes
ou que seja altamente paralelizavel.

A grande diversidade de estratégias que podem ser escolhidas em cada etapa do pipe-
line resulta em mais de 100 possibilidades de algoritmos de classificagao. Toda a interacao
entre dados, métodos, algoritmos e aplicacoes estd ilustrada na Figura 6, que descreve a
estrutura em camadas do projeto. Nas secoes a seguir descreveremos melhor todos os
conceitos mencionados bem como as frentes de pesquisa e atividades que compoem este
projeto, mas antes discutimos a conformidade do projeto com os desafios de pesquisa
definidos pela Sociedade Brasileira de Computacao.

1.1 Desafios de Pesquisa em Computagao

Em 2006, a Sociedade Brasileira de Computacao promoveu o evento “Desafios de Pes-
quisa em Computacao 2006-2016”. Foram elencados cinco desafios de pesquisa, os quais
dicutimos sob a perspectiva deste projeto.

O primeiro desafio é a gestao de informacao em grandes volumes de dados multimidia
distribuidos. Nesse sentido, podemos citar potenciais aplica¢oes para nossos algoritmos,
como a busca e a ordenagao de imagens [38, 39|, e a recomendagdo de conteido mul-
timidia [54], como musicas e videos.



O segundo desafio é a modelagem computacional de sistemas complexos de varias na-
turezas. Nossos algoritmos podem ser usados para modelar sistemas altamente complexos
(ou partes deles), tais como méquinas de busca [2], sistemas de vigilancia de epidemias [45]
e desastres naturais, monitores de sentimentos e opinides [67, 63, 65, 11, 71], ou biblio-
tecas digitais [43, 41, 19]. Todos esses sistemas, e outros mais, podem ser beneficiados
por algoritmos de classificacao que seguem o método proposto no projeto: classificacao
associativa via projecao de treino.

O terceiro desafio esta relacionado ao impacto das novas tecnologias de processamento
como computacao bioldgica. De fato, nossos algoritmos podem auxiliar diversas aplicagoes
ligadas a bioinformatica, tais como a detecc¢ao de proteinas homélogas [9], ou a descoberta,
de interacoes medicamentosas e enzimaticas.

O quarto desafio tem por objetivo promover o acesso participativo e universal do
cidadao brasileiro ao conhecimento. Nesse sentido, nossos algoritmos vém sendo utilizados
no contexto do projeto “Observatério da Web?” — onde auxiliam ferramentas gratuitas
dedicadas ao monitoramento de importantes fatos, eventos e entidades na rede mundial
de computadores em tempo real.

Finalmente, o quinto desafio tem por objetivo desenvolver sistemas onivalentes. Tais
sistemas estarao presentes nos mais diversos ambientes e atividades humanas, prestando
servigos essenciais para a saude, educacao, informacao, comunicacao etc. Tarefas de
aprendizado de maquina e modelagem preditiva, como a tarefa de classificacao, estao
cada vez mais acopladas a aparelhos domésticos [55], automdveis [51, 72], avides [37],
salas de cirurgia [29, 68], simuladores de v6o e de batalhas aéreas [70] etc.

Desta forma, acreditamos que o nosso projeto esta em conformidade e ird contribuir
efetivamente na busca pela solucao dos desafios de pesquisa elencados pela academia
brasileira na area de Ciéncia da Computacao.

1.2 Objetivos Especificos
Os principais objetivos deste projeto sao:
e Aprimorar e estender o método de classificacao associativa via projecao de treino.

e Desenvolver estratégias para lidar com os desafios impostos por dados discretos,
dinamicos, incertos e de alta dimensionalidade.

e Desenvolver uma metodologia para combinar as diversas estratégias desenvolvidas,
o que resultarda em diversos algoritmos de classificagao.

2 Descricao do Projeto

Este projeto de pesquisa versa sobre a elaboracgao, desenvolvimento e avaliagao de no-
vos métodos e algoritmos de classificacao que produzam classificadores eficazes de forma
eficiente, quando submetidos a dados discretos, incertos, dinamicos, e de alta dimensio-
nalidade. A escolha por atuar em dados com tais caracteristicas aconteceu em virtude

2http://www.observatorio.inweb.org.br/



de alguns fatores. O primeiro deles é a onipresenca de dados com alguma dessas carac-
teristicas nas mais diversas aplicacoes, tendo em vista a atual facilidade em produzi-los,
coletd-los e armazend-los (i.e., texto livre ou estruturado). O segundo fator é o desafio
de desenvolver algoritmos de classificacao eficazes e eficientes perante dados com tais ca-
racteristicas. Por tultimo, destacamos a grande demanda por algoritmos de classificacao
que atuem sob tal tipo de dado, como evidenciado pelo grande niimero de aplicacoes nas
quais esses algoritmos podem contribuir.

2.1 Classificagao

Para entendermos melhor os conceitos ligados a tarefa de classificacao, apresentamos
alguns exemplos:

Exemplo 1 Definimos crédito como sendo uma quantidade de dinheiro emprestada por
uma instituicao financeira, geralmente um banco, e que deve ser posteriormente
paga com o acréscimo de juros. E importante para o banco identificar de antemao
o risco associado ao empréstimo, que pode ser visto como sendo a probabilidade do
cliente nao paga-lo. Isso é importante tanto para protejer o lucro do banco, quanto
para evitar com que o cliente faca empréstimos que estao além de sua capacidade

de pagamento.

Geralmente o banco calcula o risco associado a um cliente com base na quantidade
desejada de crédito e em atributos do cliente, tais como saldrio, poupanca, profissao,
idade etc. O banco armazena registros histéricos de empréstimos passados realizados
por outros clientes, juntamente com a informagdo sobre a quitacdo (ou nao) do
empréstimo. A partir desses registros, o banco busca inferir um conjunto de regras
que codificam a associacao entre os atributos de um cliente e o risco associado a ele.
Tais regras formam um modelo preditivo que chamamos de classificador, e o banco
pode uséa-lo para decidir aceitar ou recusar um pedido de empréstimo.

Ap6s analisar o conjunto de registros representando empréstimos pagos e nao-pagos,
o algoritmo de classificacao deve produzir regras da forma:

SE salario > 0, E empréstimo < 0y EN TAO o risco é BAIXO

Os valores para #; e 65 devem ser escolhidos adequadamente pelo algoritmo de
classificagdo de forma a produzir o classificador (veja Figura 1), e tal escolha é
encarada como uma combinagao (semi-)étima dos atributos. Regras como essa sao
usadas pricipalmente com a finalidade de predi¢ao, assumindo que o fenomeno que
produziu os dados passados é o mesmo fenomeno que produzird os dados futuros.

Exemplo 2 A interagao entre diferentes farmacos (ou medicamentos) é um evento clinico
em que os efeitos de um farmaco sao alterados pela presenca de outro. Essa interagao
constitui causa comum de efeitos adversos. Quando dois medicamentos sao adminis-
trados, concomitantemente, a um paciente, eles podem agir de forma independente
ou interagirem entre si, com aumento ou diminui¢ao de efeito terapéutico ou téxico
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Figura 1: O simbolo & representa um registro no qual o empréstimo nao foi pago. O
simbolo @ representa um registro no qual o empréstimo foi pago.

de um ou de outro. O desfecho de uma interacao medicamentosa pode ser perigoso
quando promove aumento da toxicidade de um farmaco. Além disso, algumas vezes
a interacao medicamentosa reduz a eficacia de um farmaco, o que também pode ser
altamente nocivo. Por fim, ha interagoes que podem ser benéficas e muito tteis,
como na co-prescricao deliberada de anti-hipertensivos e diuréticos.

7

Uma maneira de modelar as interagoes medicamentosas é através da utilizagao de
grafos bipartidos. Nesse caso, o nome do medicamento ¢é ligado a caracteristicas
dele, por exemplo as palavras que aparecem em sua bula (veja Figura 2). Outras
caracteristicas, como a expansao enzimatica ou o principio ativo do medicamento,
podem ser exploradas também. Seja qual for o caso, é esperado que diferentes medi-
camentos compartilhem caracteristicas em comum. Dessa forma, dado um conjunto
de treino, onde cada exemplo representa as caracteristicas de um par de medica-
mentos, o algoritmo de classificacao deve encontrar padroes de interacgoes graves,
moderadas ou leves, e utilizar esses padroes de forma a produzir um classificador,
que serd capaz de predizer a gravidade de interagoes medicamentosas ainda desco-
nhecidas.

Exemplo 3 Pagamentos feitos pela internet por meio de cartoes de crédito sao operagoes
cada vez mais comuns em todo mundo. De forma a aumentar a seguranca nesse tipo
de transacao, algumas empresas oferecem o servigo de intermediacao entre compra-
dores e vendedores. Nesse caso, o comprador tem a garantia de produto ou servico
entregue (ou dinheiro de volta), enquanto o vendedor fica livre de perdas em suas
vendas. O intermediador cobra uma porcentagem sobre as transacoes realizadas
com sucesso, mas arca com os custos decorrentes de fraudes. Sendo assim, é do in-
teresse do intermediador detectar transagoes potencialmente fraudulentas, de forma
a invalida-las ou canceld-las com o intuito de maximizar os lucros.

Milhares de transagoes sao armazenadas todos os dias, a medida em que elas vao
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Figura 2: Grafo bipartido representando interacoes medicamentosas.

sendo concluidas. Cada transacao consiste em uma série de atributos com in-
formagoes sobre o comprador, vendedor, produto etc. Dessa forma, temos disponivel
um conjunto de exemplos de transacoes legitimas ou fraudulentas, e podemos as-
sim utilizar algoritmos de classificacao para, por exemplo, ordenar as transacoes de
acordo com o potencial de fraude.

Contudo, novos padroes de fraude sao constantemente criados, em uma tentativa
de burlar sistemas de deteccao. Sendo assim, de forma a detectar rapidamente
novos perfis de fraude ainda desconhecidos, torna-se necessario manter o classificador
coerente com transacoes recentes. No entanto, a enorme quantidade de transacgoes
disponiveis para treino inviabiliza a constante construcao de classificadores. Uma
alternativa mais eficiente é manter o classificador atualizado de maneira incremental,
ou seja, ao invés de produzir outro classificador, o algoritmo de classificacao atualiza
o classificador de forma a refletir as novas transagoes. O resultado final é o mesmo
classificador que seria produzido levando-se em conta todas as transagoes disponiveis
para treino, porém o tempo necessario para atualizar o classificador corresponde a
uma pequena fragao do tempo necessario para produzi-lo novamente.

Com o classificador constantemente atualizado, o intermediador pode usa-lo para
ordenar as transacoes, de forma a concentrar esforcos de analise manual naquelas
com maior indicio de fraude (veja Figura 3).

Embora tenham sido discutidos superficialmente, os exemplos acima nos permitem ob-
servar alguns fatores importantes. O primeiro é que as solucoes para diversos problemas
podem ser modeladas através da tarefa de classificacao. Para tanto, classificadores podem
ser utilizados de maneiras diferentes (detecgao, ordenagao, identificagao etc.). Além disso,
diferentes problemas podem demandar diferentes caracteristicas de um algoritmo de clas-
sificagao, dependendo do tipo de dados envolvidos na analise e nas restricoes impostas
pelo problema a ser solucionado. Nesse sentido, ao processar dados dinamicos, o algoritmo
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Figura 3: Transagoes sao ordenadas, de forma a posicionar aquelas com maior propensao
de fraude no inicio do eixo-x.

de classificagao deve ter a capacidade de atualizar o classificador de maneira incremental.
Ao processar dados de alta dimensionalidade, o algoritmo de classificagao deve ter a ca-
pacidade de selecionar apenas os atributos relevantes, sem que haja perda de informacao
e a0 mesmo tempo evitando os efeitos indesejados da explosao combinatéria. Claramente,
existem outras caracteristicas e restricoes, e portanto torna-se necessario um método geral
o suficiente que consiga prover os subsidios necessarios que habilitem o desenvolvimento
de algoritmos de classificacao que sejam eficazes e eficientes perante diferentes restrigoes.

2.2 Atividades de Pesquisa

As atividades de pesquisa (e algumas de implementagao) associadas a este projeto podem
acontecer em quatro camadas, discutidas a seguir:

Camada 1: Dados

Duas operagoes precisam ser realizadas antes de podermos utilizar nossos métodos e al-
goritmos de classificacao. Discutimos estas operacoes a seguir.

e (Coleta: neste projeto trabalharemos com dados provenientes de diversas fontes,
incluindo texto-livre extraido de midias sociais como Twitter? e Facebook?*, meta-
dados extraidos de bibliotecas digitais como a DBLP?, dados de referéncia dispo-

Swww.twitter.com
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nibilizados publicamente®7®, dados obtidos através de parcerias e convénios com
empresas publicas, privadas e agéncias governamentais. As atividades referentes a
coleta vao desde o desenvolvimento de técnicas de extracao dos dados e amostra-
gem [46], até a anonimizagao de dados sensiveis.

Rotulagao: como mencionado anteriormente, o algoritmo de classificagao necessita
de um conjunto de treino, composto por exemplos. Idealmente, cada exemplo con-
siste de uma série de atributos, que sdo acompanhados de uma (ou mais) classe(s).
Chamamos de rotulagao o ato de associar uma (ou mais) classe(s) aos exemplos. Al-
gumas fontes ja fornecem dados rotulados. Outras fontes, porém, fornecem apenas
os atributos associados aos dados, e a informacao de classe precisa ser produzida
por meio de rotulagao. A rotulagao pode ser realizada de forma manual ou semi-
automatica. No caso da rotulagao manual, voluntarios inspecionam um conjunto
reduzido de exemplos, e associam a(s) classe(s) que acharem ser mais plausiveis a
esses exemplos. Geralmente observa-se uma discordancia entre os voluntarios, e por
isso os exemplos produzidos possuem um certo grau de incerteza. Em algumas cir-
cunstancias é possivel realizar a rotulacao semi-automatica. Nesse caso, explora-se
algum tipo de informagao mais robusta associada ao exemplos [31], como hashtags,
viés de usuarios etc. A rotulacao semi-automatica permite a criacao de conjuntos
de treino maiores do que os produzidos pela rotulacao manual, mas a incerteza
associada aos exemplos também é maior.

Camada 2: Métodos

A seguir detalhamos os conceitos sobre os métodos baseados em classificagao associa-
tiva via projecao de treino, que serao adotados pelos algoritmos de classificacao a serem
propostos neste projeto.

Treino e teste — em um problema de classificacao, a entrada é composta por um

conjunto de tuplas (ou exemplos) com a forma r; = (z;,y;). Cada z;

[©N

representado como

um registro de tamanho fixo (n atributos) com a forma < ay,as,...,a, >, onde a; é
o valor associado ao atributo k. Cada y; pode conter valores de um conjunto finito de
possibilidades {c1, ¢a, ..., cn}, € indica a classe para a qual r; estd associado. Casos para
os quais y; =7 indicam que a classe de r; é desconhecida. Geralmente assume-se que exista
uma distribuigdo de probabilidade desconhecida P(y|x), ou seja, os valores dos atributos
e as classes sao relacionados de alguma forma. O conjunto de tuplas é dividido em duas
partigoes, o conjunto de treino (denotado por §) e o conjunto de teste (denotado por 7),
da seguinte forma:

) (@, v1), (T2,92), - (T, Up) }
T = {(@p1, 1), (@p12, 7)o, (Tpag, 1)}

Swww.netflix.com
"research.microsoft.com/en-us/um/beijing/projects/letor/

8
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A Tabela 1 mostra a entrada para o problema de predicao do risco de crédito, discutido
anteriormente na Secao 2.1. Na tabela temos um conjunto de treino composto por 15
exemplos, enquanto o conjunto (por simplicidade), é composto por apenas um exemplo.

Tabela 1: Entrada para um problema de classificacao.

€

Salario

Empréstimo

x
Z2
Zs3
Ty
Ts
Zg
X7
Zg
Ty
T10
1
T2
T13
T14
T15

menor que R$1.000
entre R$1.000 e R$2.000
entre R$1.000 e R$2.000
menor que R$1.000
entre R$1.000 e R$2.000
menor que R$1.000
entre R$1.000 e R$2.000
entre R$1.000 e R$2.000
maior que R$2.000
menor que R$1.000
maior que R$2.000
maior que R$2.000
entre R$1.000 e R$2.000
maior que R$2.000
maior que R$2.000

maior que R$500
maior que R$500
maior que R$500
maior que R$500
maior que R$500
maior que R$500
maior que R$500
maior que R$500
maior que R$500
menor que R$500
menor que R$500
menor que R$500
menor que R$500
maior que R$500
maior que R$500

T16

Regras de associacao —

menor que R$1.000

maior que R$500

DD DD DDDDDDOOODOOOIDOE

Os métodos de classificacao a serem propostos produzem
classificadores compostos por estruturas chamadas regras de associagdao [1].

Especifica-

mente em nosso contexto, essas regras tem a forma {&X — ¢;}, onde X' é uma combinagao
qualquer de atributos”, e ¢; é uma classe. Logo, essas regras podem ser consideradas como
sendo um mapeamento de atributos para classes, de forma a aproximar P(y|z). Regras
de associacao sao extraidas dos exemplos em S, e cada regra possui trés propriedades

importantes:

e Suporte: o suporte de uma regra {X — ¢;}, que é denotado por o(X — ¢;), é um
indicativo importante sobre a confiabilidade da associagao entre X e ¢;, e ¢ calculado
como a fracao de exemplos em S contendo X como subconjunto, para os quais a
classe associada ¢ ¢;. Formalmente:

|(zi,y:)] € S tal que X Cx; e ¢; =y,

o(X —¢)=

S|

e Confianga: a confianca de uma regra {X — ¢;}, que é denotada por (X — ¢;),
¢ um indicativo importante sobre o nivel da associacao entre X e ¢;, e é calculada

9Sempre nos referimos a atributo como sendo o valor associado ao atributo.



como a fracao de exemplos em S contendo X como subconjunto, para os quais a
classe correspondente ¢é ¢;. Formalmente:

Iiayi>| eStalque X Cuz; e ¢ =1Yi
|(zi,y:)| € S tal que X C x;

H(X — Cj) = ‘(

e Utilidade: dizemos que uma regra {X — ¢;} é 1til para classificar um exemplo
(x;,y;) se e somente se X C ;. Uma regra é util se ela for 1til para pelo menos um
exemplo em 7.

Projecao que preserva correlagcao — A caracteristica mais marcante de nossos
métodos de classificacao é a utilizacao de projecoes do treino. Mais especificamente,
toda vez que um exemplo (z;,7) € 7 é submetido ao classificador, os atributos em x; sao
utilizados como um filtro que remove de S todos os atributos que nao estao em x;. Este
procedimento resulta em uma projecao de S, denotada por S*i. A Tabela 2 mostra a
projecao para o exemplo x16. Apds construir a projecao, as regras sao extraidas a partir
de §%. Como mostrado em [22] a utilizagdo de proje¢oes nao deforma (nem altera) as
correlagoes entre atributos e classes, e ao mesmo tempo, assegura que todas as regras
extraidas sejam tuteis.

Tabela 2: Projecao para xig.

X

Salério Empréstimo Yi

1  menor que R$1.000 maior que R$500 ©
To maior que R$500 ©
T3 maior que R$500 ©
x4 menor que R$1.000 maior que R$500 ©
T5 maior que R$500 &
xz¢ menor que R$1.000 maior que R$500 ©
Ty maior que R$500 ©
T maior que R$500 @
Ty maior que R$500 @
19 menor que R$1.000 S
T14 maior que R$500 &
maior que R$500 @

Prova de eficiéncia e efetividade — Qualquer algoritmo de classificagao que seja
baseado nos métodos de classificacao associativa via projecao de treino é asseguradamente
eficiente e efetivo, no sentido de que:

e O numero necessario de exemplos para que o algoritmo consiga produzir um clas-
sificador com erro empirico!® préximo de 0, cresce polinomialmente com o nimero
de atributos.

0 Quantidade de erros cometidos pelo classificador quando este prediz as classes dos exemplos no préprio
conjunto de treino.



e O algoritmo consegue produzir um classificador em tempo polinomial.

» Desenvolvemos provas de eficiéncia e efetividade em [13, 54, 65]. Tais
provas demonstram que o método de classificacao associativa via projecao de treino é
na verdade um habilitador para a producao de classificadores perante dados discretos,
incertos, dinamicos e de alta dimensionalidade.

Aproximagao de probabilidades — Denotamos o conjunto de regras extraidas da
projecao S* por R*. Além disso, denotamos o subconjunto de regras em &% que predizem

a classe c¢; por R““. Cada regra em R“’l ¢ interpretada como um voto para a classe c;.
Esses votos (i.e. regras) podem ser ponderados de diferentes formas.

e Confianga média: dado em exemplo (z;,7) € 7, calcula-se uma pontuagao para
cada classe em {ci, s, ..., ¢y}, conforme mostrado na Equagao 1. Em seguida as
pontuacoes sao normalizadas, fornecendo a probabilidade de pertinéncia associada
a cada classe, conforme mostra a Equacao 2.

> o)

TERZ;

TRET "

s(wi,cj) =

~ S(xi’ Cj)
(cjlzi) = =" (2)
P Z s(x4, )

e Ponderagao otimizada de regras: dado em exemplo (z;,7) € 7, calcula-se a proba-
bilidade de pertinéncia associada a cada classe através de métricas baseadas no erro
empirico [26] das regras em R™.

Camada 3: Pipeline para a Montagem de Algoritmos

A seguir apresentamos diversas estratégias desenvolvidas para lidar com dados discretos,
dinamicos, incertos e de alta dimensionalidade. Essas estratégias podem ser vistas como
pecas a serem usadas na montagem de um algoritmo de classificacao. Sendo assim, te-
mos uma gama de possiveis algoritmos de classificacao que diferem-se dependendo das
estratégias (pegas) adotadas. Além disso, os algoritmos também podem adotar diferentes
modalidades de classificacao (ou tipos de aprendizado). Ao final do pipeline de monta-
gem, temos um novo algoritmo de classificagao, que é na verdade uma das vérias possiveis
instanciagoes do método de classificacao associativa via projecao de treino.

Modalidades de classificagao — A primeira etapa do pipeline de montagem do algo-
ritmo de classificacdo consiste da escolha da modalidade de classificacao. Assumiremos
trés possibilidades:

e Modalidade supervisionada (M;): nesta modalidade o algoritmo de classificagao
produz um classificador a partir de um conjunto de treino composto apenas por
exemplos rotulados [10, 14].



e Modalidade semi-supervisionada (Ms,): nesta modalidade o algoritmo de classi-
ficacao produz um classificador a partir de um conjunto de treino composto por
poucos exemplos rotulados e muitos exemplos nao-rotulados [33].

e Modalidade ativa (M3): nesta modalidade o algoritmo de classificagao deve selecio-
nar os exemplos mais relevantes para formar o conjunto de treino, a partir do qual
o classificador serd produzido [35, 69].

A escolha da modalidade de classificacao deve levar em conta o custo associado a
rotulacao do conjunto de treino.

Estratégias para lidar com dados discretos — A segunda etapa do pipeline de
montagem do algoritmo de classificagao consiste da escolha do tipo de padrao de co-
ocorréncia que ira compor o classificador. Assumiremos quatro possibilidades:

e Regras baseadas em padroes simples (a;): o algoritmo de classificacao produz um
classificador composto por regras do tipo {X — ¢;}, onde X é qualquer combinagao
de atributos [3, 52, 73].

e Regras baseadas em padroes fechados (az): o algoritmo de classificagao produz um o
classificador composto por regras do tipo {X — ¢;}, sendo que que néo existe outra
regra {Y — ¢;} tal que X C Y e o(X — ¢,) = 0(¥Y — ¢;). Os padroes fechados
formam um subconjunto dos padroes simples.

e Regras baseadas em padroes maximais (as3): o algoritmo de classificagdo produz um
classificador composto por regras do tipo {X — ¢;}, sendo que que ndo existe outra
regra {) — ¢;} tal que X C Y. Os padrdes maximais formam um subconjunto dos
padroes fechados.

e Regras baseadas em padroes sequenciais (ay4): o algoritmo de classificagao produz
um classificador composto por regras do tipo {¥ = Y = ... = Z — ¢;}, onde
{a = b} indica a precedéncia temporal do padrao a sobre o padrao b.

A escolha da estratégia para lidar com dados discretos deve levar em conta a quan-
tidade de padroes que podem ser enumerados, o nivel de redundancia de informacao
aceitdvel (i.e., redugao de redundancia pela remoc¢ao de subconjuntos), e a existéncia de
uma ordenagao temporal entre os exemplos [32].

Estratégias para lidar com dados dinamicos — A terceira etapa do pipeline de
montagem do algoritmo de classificacao consiste da escolha da estratégia de atualizacao
do classificador. Assumiremos duas possibilidades:

e Atualizacao incremental (b1): o algoritmo de classificagdo produz um classificador
que atualiza as regras com base nos dados mais recentes [4, 10, 15, 16, 25, 57, 58].

e Processamento em janela deslizante (by): o algoritmo de classifica¢io produz um
classificador com base nos dados mais recentes e desconsiderando os dados mais
antigos [65, 66].

A escolha pela estratégia para lidar com dados dinamicos deve levar em conta o impacto
de dados recentes e antigos na efetividade do classificador.



Estratégias para lidar com dados incertos — A quarta etapa do pipeline de monta-
gem do algoritmo de classificacao consiste da escolha da estratégia de redugao de incerteza
dos dados. Assumiremos trés possibilidades:

e Maximizacao de probabilidade (expectation mazimization [36]) (c1): o algoritmo de
classificacao produz um classificador de maneira iterativa, onde em cada iteragao o
conjunto de treino é modificado de forma a convergir para uma configuracao com
menos incerteza [34].

e Calibragao (c2): o algoritmo de classificagao produz um classificador calibrado, ou
seja, as probabilidades p(c;|z;) s@o corrigidas de forma a minimizar efeitos negativos
decorrentes da distribui¢ao acentuada das classes no conjunto de treino [19, 23, 26].

e Combinagao e agregacao de visoes e listas (c3): o algoritmo de classificagdo produz
um classificador através da agregagao de diferentes visdes do conjunto de treino [7,
61]. Ou seja, hd um particionamento vertical do conjunto de treino, de forma a
minimizar os efeitos decorrentes da incerteza dos dados através da diversidade de
fontes e visoes.

A escolha pela estratégia para lidar com dados incertos deve levar em conta o nivel de
incerteza dos dados, bem como se a fonte de incerteza encontra-se nos atributos ou nas
classes (ou em ambos).

Estratégias para lidar com dados de alta dimensionalidade — A quinta etapa
do pipeline de montagem do algoritmo de classificacao consiste da escolha da estratégia
de enumeracao de padroes ou de aumento de escalabilidade. Assumiremos duas possibi-
lidades:

e Combinagao por proximidade de atributos (d;): o algoritmo de classificagao evita
a explosao combinatorial realizando combinagoes apenas entre atributos préximos.
Dessa forma, a quantidade de combinagoes é drasticamente reduzida. O conceito de
proximidade entre atributos (ou termos) é bastante aceito para o processamento de
texto livre ou estruturado.

e Paralelizac@o (dq): o algoritmo de classificacao deve ser altamente paralelizavel [18,
20, 24].

Camada 4: Cenarios de Aplicacao

A seguir elencamos algumas aplicagoes que produzem dados discretos, dinamicos, incertos
e de alta dimensionalidade, e que portanto serao beneficiadas com nossos algoritmos de
classificacao.

e Predigao de desastres naturais e epidemias: o classificador deverd processar/filtrar
dados historicos usados que sao correlacionados com incidéncias de dengue e niimero
de alagamentos. Por exemplo, dado um conjunto de sentencas textuais coletadas
de microblogs e midias sociais, o classificador devera filtrar apenas as sentencas
que mencionam alguma experiéncia pessoal com dengue, ou apenas sentencas que
possuem tempo verbal no presente.



e Descoberta de interagoes medicamentosas: o classificador deverd predizer o nivel de
gravidade na interacao entre dois farmacos, que pode ser leve, moderada ou grave.

e Deteccao de fraudes eletronicas: o classificador devera predizer a legitimidade de
uma compra ou um pagamento feito pela internet via cartao de crédito.

e Deteccao de conteido poluido na Web: o classificador devera predizer se um de-
terminado conteudo Web (i.e., video, comentério etc.) foi postado com finalidade
maliciosa ou oportunista [28].

e Deteccao de objetos replicados: o classificador devera predizer se um determinado
objeto (i.e., websites, paginas, imagens etc.) é replicado ou nao.

e Desambiguagao de entidades: o classificador deverd predizer a entidade referida
em um determinado objeto (i.e., autores em citagdes [6, 42|, empresas ou times de
futebol em sentencas postas em microblogs [33] etc.).

e Andlise e monitoramento de sentimentos: o classificador devera predizer a opiniao
(ou o sentimento) associado a sentengas postadas em microblogs e blogs [64, 44].

e Recomendacao de produtos e conteido: o classificador deverd predizer produtos
associados a certos conteidos (i.e., livros ou videos associados a tags [54]).

e Categorizacao e busca de imagens: o classificador devera facilitar a busca e a cate-
gorizagao de conteido multimidia, como videos e imagens [39].

e Manutencao de bibliotecas digitais de citacoes: o classificador deverd reduzir a
ambiguidade entre autores de citagoes que sao armazenadas em bibliotecas digi-
tais [41, 43], facilitando assim sua manutencao.

e Ordenacao de documentos Web: o classificador devera predizer a relevancia de
documentos retornados por maquinas de busca [8].

3 Metodologia do Projeto

Nesta se¢ao discutimos a metodologia (ilustrada na Figura 6) que adotaremos durante o
desenvolvimento do projeto proposto.

3.1 Coleta e Rotulacao dos Dados

A coleta dos dados provenientes de midias sociais e blogs esta sendo realizada no labo-
ratério SPEED! (Departamento de Ciéncia da Computagao da UFMG). Diariamente
coletamos aproximadamente 40MB de texto livre. Quando possivel, uma parte dos da-
dos é rotulada de forma semi-automatica. A outra parte dos dados é amostrada, e essa
amostra é rotulada de forma manual por voluntarios [33], que podem ser estudantes do
laboratério ou especialistas. Dados serao rotulados por pelo menos trés voluntarios, de

HSystems Performance Evaluation and Experimental Development



Figura 4: Interacao entre modalidades de classificagao (M7, My, M3) e estratégias para
lidar com dados discretos (a1, as, as, ay), dindamicos (by, by), incertos (c1,ca,c3) e de alta
dimensionalidade (d;, ds). Cada caminho partindo de M;, My ou Ms, até d; ou dy, define
um algoritmo de classificagao baseado no método de classificacao associativa via projecao
de treino.

forma a reduzir o nivel de subjetividade nas avaliacoes. Apos rotulados, os dados serao
usados nao apenas para fins de treino, como também para fins de gabarito.

Dados de referéncia e dados oficiais sao obtidos por meio de parcerias. Geralmente
esses dados sao estruturados e ja sao fornecidos de forma rotulada. Estes dados sao
utilizados para confrontar ou validar nossos resultados. Por exemplo, utilizamos dados
oficiais do Ministério da Satude para validar o monitoramento de epidemias através do
Twitter'?, ou utilizamos dados de um grande portal Brasileiro para validar a aplicacao de
nossos classificadores para deteccao de fraudes eletronicas.

3.2 Elaboracao de Métodos de Classificacao via Projecao

Os métodos de classificacao associativa via projecao de treino serao desenvolvidos e imple-
mentados por alunos sob a orientacao do proponente. Apods implementados, os métodos
serao disponibilizados por meio de codigo aberto de alta qualidade, de forma que outros
grupos de pesquisa possam também desenvolver algoritmos de classificacao baseados no
método de classificagao associativa via projecao de treino.

3.3 Desenvolvimento e Implementacao de Algoritmos

As estratégias que alimentarao o pipeline de montagem de algoritmos de classificacao
serao desenvolvidas e implementadas por alunos sob orientacao do proponente. Os no-
vos algoritmos que utilizarem as estratégias que compoem o pipeline serao o cerne de
dissertacoes e teses.

O pipeline de montagem seguira um protocolo de forma a facilitar a comunicagao entre
as diversas etapas. Sendo assim, estratégias associadas a uma mesma etapa do pipeline

12http ://www.newscientist.com/article/mg21128215.600-twitter-to-track-dengue-fever-outbreaks-in-brazil.
html



Figura 5: Interagao entre modalidades de classificagao (M;’s) e estratégias para lidar com
dados discretos (a;’s), dinamicos (b;’s), incertos (¢;’s) e de alta dimensionalidade (d;’s).

serao implementadas de forma a obedecer o mesmo padrao de entrada e saida. Tal proto-
colo sera muito importante ja que o ambiente de desenvolvimento seréd compartilhado por
diversos alunos, que irao interagir e compartilhar implementacoes da forma mais transpa-
rente possivel. A Figura 4 ilustra o pipeline de montagem de algoritmos de classificacao.
Nesse caso, a implementacao de uma estratégia devera obedecer um protocolo de entrada
de parametros e saida de valores. O protocolo ira facilitar também a participacao de
outros grupos de pesquisa interessados no desenvolvimento de algoritmos de classificacao
que atuem perante dados discretos, dinamicos, incertos e de alta dimensionalidade. Nesse
caso as implementacoes podem ser compartilhadas em uma escala maior, como ilustrado
na Figura 5.

3.4 Avaliacao e Cenarios de Aplicacao

Cada algoritmo de classificacao corresponderd a uma instanciacao do método de classi-
ficacao associativa via projecao de treino, e serd avaliado em aplicagoes relevantes. As
avaliagoes experimentais serao objeto do estudo de alunos de iniciagao cientifica sob a
orientacao do proponente.

Diversos cenarios de aplicacao serao empregados para fins de avaliacao. Para tanto, for-
mamos parcerias com empresas privadas e publicas, bem como com parcerias com orgaos
governamentais. Para viabilizar a analise dos resultados, também formamos parceria com
especialistas da Faculdade de Farmacia da UFMG, e com o Departamento de Bioquimica
e Imunologia da UFMG. Finalmente, formamos cooperagoes com outros professores dos
Departamentos de Ciéncia da Computacao da UFMG, da UFAM, da UNICAMP, bem
como cooperacoes internacionais, com o professor Mohammed Zaki do Departamento de
Ciéncia da Computacao da RPI'3.

Byww.cs.rpi.edu\ ~zaki



Camada de Aplicagoes

observatoriodaweb

observatoriodaseleicoes observatoriodacopa
observatoriedadengue

Deteccao de fraude Deteccao de réplicas Bibliotecas digitais
Predicao de desastres e epidemias Descoberta de interacoes medicamentosas
Anédlise de sentimentos Extracao de entidades Recomendacao e ordenacao

Camada de Algoritmos

e |

classificagao
dados dinamicos
dados incertos

Escolha da modalidade de
dados discretos

dados de alta dimensionalidade
Algoritmo de classificagao

Fm——————————

Escolha da estratégia para lidar com

Camada de Métodos

Classificacao Associativa via Projecao de Treino
(Decomposi¢ao em sub-problemas mais simples)

Camada de Dados

Midias sociais, blogs, bibliotecas digitais etc. Dados oficiais e de referéncia
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Figura 6: Estrutura em camadas do projeto.
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4 Resultados

Nesta secao discutimos os resultados obtidos nos ltimos 3 anos, bem como os resultados
esperados ao fim deste projeto.

4.1 Resultados obtidos nos ultimos 3 anos

Nos ltimos trés anos tivemos bons resultados de pesquisa abordando temas relacionados
ao projeto proposto:

e Publicamos 8 artigos em periédicos, e 21 artigos em conferéncias, 12 das quais in-
ternacionais. Temos ainda 4 submissoes para periddicos em avaliacao. Ressaltamos
a publicacao de um livro em 2011 pela Springer.

e Formamos 2 alunos de iniciacao cientifica. Formamos 2 mestres e mais 2 mestres
devem ser formados até o final de 2011.

e Recebemos 6 premiagoes/distingdes (5 nacionais e 1 internacional) e participamos
de 9 projetos de pesquisa (4 deles como coordenador).

e Participamos de comités de programa (eventos nacionais e internacionais) e revisa-
mos artigos para pelo menos uma dezena de periddicos.

Uma relacao detalhada de nossos indicadores de pesquisa é apresentada no Anexo A.

4.2 Resultados Esperados

Ao fim deste projeto (36 meses) espera-se obter os seguintes resultados:

e Projetar, implementar e validar novos métodos e algoritmos para classificacao via
projecao de treino.

e Avaliar a efetividade pratica dos algoritmos desenvolvidos em aplicagoes relevantes
e desafiadoras.

e Formar 2 doutores, 8 mestres e 10 alunos de iniciagao cientifica.

e Publicar 6 artigos em periddicos, 8 artigos em conferéncias internacionais e 8 artigos
em conferéncias nacionais.

e Publicar e transferir toda a tecnologia produzida durante o projeto para fins de
pesquisa e desenvolvimento tecnologico.
5 Recursos

Nesta se¢ao discutimos a demanda e disponibilidade de recursos necessarios para a execugao
do projeto proposto.



5.1 Bolsa de Produtividade

Este projeto tem por objetivo principal a obtencao da bolsa de produtividade em pesquisa
do proponente, a qual é um pilar fundamental para a execucao do projeto.

5.2 Recursos de Pessoal

Os demais recursos de pessoal para a realizacao do projeto estao disponiveis. Os alunos
que trabalham nas linhas de pesquisa ja estao cursando doutorado, mestrado ou atu-
ando como bolsistas de iniciacao cientifica. Acreditamos que eventuais substituicoes nao
afetarao significativamente o trabalho.

5.3 Recursos de Equipamento

Em termos de equipamentos, acreditamos que estejamos em condicoes de suprir as de-
mandas de desenvolvimento e avaliacao inerentes ao projeto. Além da infra-estrutura
do laboratério SPEED, recentemente renovado e estendido com recursos de projetos do
CNPq e Fapemig. Mais ainda, o proponente ¢ membro do Instituto Nacional de Ciéncia
e Tecnologia para a Web (INWeb)!, sediado no DCC-UFMG.
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A Sumario de Indicadores

Apresentamos na Tabela 3 o sumario de indicadores de produtividade do proponente nos
ultimos 3 anos e nos ultimos 10 anos. Informagoes mais detalhadas e atualizadas podem
ser encontradas no curriculo Lattes do proponente®®.

‘ Indicador ‘ 3 anos ‘ 10 anos ‘
Publicagoes 31 60
H-Index (Publish or Perish) - 13
Livros 1 1
Periédicos

Artigos em conferéncias

Orientacoes concluidas
Mestrado (co-orientagao)
Iniciagao Cientifica

Orientacoes em andamento
Doutorado (co-orientagao)
Mestrado (co-orientacao)
Mestrado (orientacao)
Iniciagao Cientifica

Prémios e distingoes cientificas
Nacional
Internacional

Projetos de pesquisa na propria instituicao
Coordenacao
Participacao

Projetos de pesquisa multi-institucional
Participacao

Projetos de pesquisa de cooperagao internacional
Participacao

Projetos de pesquisa de org. ptublicas ou privadas
Coordenagao
Participacao

Revisor de periodicos
Nacionais
Internacionais

Eventos
TPC de conferéncias nacionais
TPC de conferéncias internacionais

e LS eI TR e Y I Y O N O IS e | IS SN F SIS S e
— — — — ot
e B S R S B S S RS TS RS RS | RS =Y | N1 | IS NC] R | ENCIENCH SN | A=)

Tabela 3: Sumaérios dos indicadores de pesquisa.

Shttp://buscatextual.cnpq.br/buscatextual/visualizacv.do?id=K4762232P7



A seguir apresentamos uma analise qualitativa dos indicadores de pesquisa nos tltimos
3 anos.

Publicacoes

A seguir destacamos as publicacoes realizadas em forma de livros, periédicos conferéncias
internacionais e nacionais. Os artigos podem ser obtidos na integra em www.dcc.ufmg.
br/~adrianov.

Livros

A. Veloso, W. Meira Jr. Demand-Driven Associative Classification. Springer, 2011,
ISBN 978-0-85729-525-5, 125 péginas.

Periédicos

1. F. Benevenuto, T. Rodrigues, A. Veloso, J. Almeida, M. Gongalves, and V. Almeida.
Practical detection of spammers and content promoters in video sharing systems.
IEEE Transactions on Systems, Man, and Cybernetics, Part B, publicacao prevista
para 2011 (QUALIS-A1).

2. A. Ferreira, M. Gongalves, J. Almeida, A. Laender, A. Veloso. Generating synthetic
authorship records for evaluating name disambiguation methods in scholarly digital
libraries. Information Sciences, publicacao prevista para 2011 (QUALIS-A1).

3. A. Veloso, A. Ferreira, M. Gongalves, A. Laender, W. Meira Jr. Cost-effective
on-demand associative author name disambiguation. Information Processing and
Management, publicacao prevista para 2011 (QUALIS-A2).

4. A. Veloso, M. Gongalves, W. Meira Jr. Competence-conscious associative rank
aggregation. Journal of Information and Data Management, publicacao prevista
para 2011.

5. P. Calais, T. Porto, L. Cerf, A. Veloso, W. Meira Jr. V. Almeida. Exploiting
temporal locality to determine user bias in microblogging platforms. Journal of
Information and Data Management, publicacao prevista para 2011 » participacao
de aluno de doutorado (P. Calais).

6. A. Veloso, W. Meira Jr., M. Gongalves, H. Almeida, M. Zaki. Calibrated lazy
associative classification. Information Sciences, 181(13):2656-2670, 2011 (QUALIS-
A1) » participagao de aluno de doutorado (H. Almeida).

7. A. Veloso, M. Gongalves, W. Meira Jr., H. Almeida. Learning to rank using query-
level rules. Journal of Information and Data Management, 1(3):567-582, 2010 »
participagao de aluno de doutorado (H. Almeida).

8. A. Veloso, M. Zaki, W. Meira Jr., M. Gongalves. Competence-conscious associative
classification. Statistical Analysis and Data Mining, 2(5-6):361-377, 2009.



Conferéncias Internacionais

1.

10.

11.

12.

P. Calais, A. Veloso, W. Meira Jr., V. Almeida. From bias to opinion: A transfer-
learning approach to real-time sentiment analysis. In ACM SIGKDD, pages 81-90,
2011 (QUALIS-B1) » participagao de aluno de doutorado (P. Calais).

. L. Santana, J. Gomide, A. Veloso, W. Meira Jr., R. Ferreira. Effective sentiment

stream analysis with self-augmenting training and demand-driven projection. In
ACM SIGIR, pages 475-484, 2011 (QUALIS-A1) » participacdo de aluno de mes-
trado (I. Santana).

J. Gomide, A. Veloso, W. Meira Jr., V. Almeida, F. Benevenuto, F. Ferraz, M. Tei-
xeira. Dengue surveillance based on a computational model of spatio-temporal
locality of twitter. In ACM WebSci, pages 1-8, 2011.

R. Silva, M. Gongalves, A. Veloso. Rule-based active sampling for learning to rank.
In ECML/PKDD, pages 221-236, 2011 (QUALIS-B1) » participagao de aluno de
mestrado (R. Silva).

M. Ribeiro, P. Calais, A. Veloso, and W. Meira Jr. and. Spam detection using web
page content: a new battleground. In ACM CEAS, pages 10-19, 2011 » participagao
de aluno de mestrado e de aluno de doutorado (M. Ribeiro e P. Calais).

J. de Freitas, G. Pappa, A. Soares, M. Goncalves, E. de Moura, A. Veloso, A. Laen-
der, M. de Carvalho. Active learning genetic programming for record deduplication.
In IEEE CEC, pages 1-8, 2010. (QUALIS-A1)

G. Menezes, J. Almeida, F. Belém, M. Gongalves, A. Lacerda, E. Moura, G. Pappa,
A. Veloso, N. Ziviani. Demand-driven tag recommendation. In ECML/PKDD,
pages 402-417, 2010 (QUALIS-B1) » participagao de aluno de mestrado (G. Me-
nezes).

F. Faria, A. Veloso, H. Almeida, E. Valle, R. Torres, M. Gongalves, W. Meira
Jr. Learning to rank for content-based image retrieval. In SIGMM Multimedia

Information Retrieval, pages 285—294, 2010 » participagao de aluno de doutorado
(H. Almeida).

. A. Ferreira, A. Veloso, M. Gongalves, A. Laender. Effective self-training author

name disambiguation in scholarly digital libraries. In ACM/IEEE JCDL, pages
39-48, 2010.

A. Veloso, M. Zaki, W. Meira Jr., M. Gongalves. The metric dilemma: Competence-
conscious associative classification. In SIAM SDM, pages 918-929, 20009.

A. Ferreira, M. Gongalves, J. Almeida, A. Laender, A. Veloso. Sygar - a synthetic
data generator for evaluating name disambiguation methods. In ECDL, pages
437441, 2009 (QUALIS-B1).

A. Veloso, H. Almeida, M. Gongalves, W. Meira Jr. Learning to rank at query-
time using association rules. In ACM SIGIR, pages 267-274, 2008 (QUALIS-A1)
» participagao de aluno de doutorado (H. Almeida).



Conferéncias Nacionais

1. A. Veloso, W. Meira Jr. Demand-driven associative classification. In CSBC, pages
10-18, 2010.

2. A. Veloso, W. Meira Jr., M. Zaki. Calibrated lazy associative classification. In
SBBD, pages 135-149, 2008.

3. A. Davis, W. Santos, W. Meira Jr., A. Veloso, A. Soares, A. Laender. Rt-ned:
Real-time named entity disambiguation on twitter streams. In SBBD-DEMO, 2011
» participagao de aluno de iniciacao cientifica (A. Davis).

4. F. Faria, R. Calumby, A. Veloso, A. Rocha, R. Torres. Uso de técnicas de apren-
dizado de méaquina para classificacao e recuperacao de imagens. In Workshop de
Teses e Dissertacoes - SIBGRAPI, 2011.

5. M. Ribeiro, A. Veloso, W. Meira Jr., L. Teixeira, P. Calais, D. Guedes. Detecgao
de spams utilizando contetido web associado a mensagens. In SBRC, 2011 » par-
ticipa¢ao do aluno de inicia¢ao cientifica e de aluno de doutorado (M. Ribeiro e P.
Calais).

6. M. Ribeiro, W. Meira Jr., D. Guedes, A. Veloso. Deteccao de spams utilizando
contetdo web associado a mensagens. In CSBC, pages 55-61, 2011 » participacao
de aluno de iniciagao cientifica (M. Ribeiro).

7. 1. Santana, G. Barbosa, A. Veloso, W. Meira Jr., R. Ferreira. Analise adaptativa de
fluxo de sentimento baseada em janela deslizante ativa. In SBBD, volume publicacao
prevista para 2011 » participacao de aluno de mestrado (I. Santana).

8. I. Santana, J. Gomide, G. Barbosa, W. Santos, W. Meira Jr., A. Veloso, R. Ferreira.
Observatorio da dengue: Surveillance based on twitter sentiment stream analysis.
In SBBD-DEMO, 2011 » participagao de aluno de mestrado (I. Santana).

9. M. Ribeiro, A. Veloso, W. Meira Jr., G. Pappa, L. Cherchiglia, G. Brunoro. Mining
twitter for feelings and opinions. In SBBD-DEMO, 2010 » participacao de aluno
de iniciagao cientifica (M. Ribeiro).

10. W. Santos, G. Pappa, W. Meira Jr., D. Guedes, A. Veloso, V. Almeida, A. Pereira,
P. Calais, A. Silva, F. Mour ao, T. Magalh aes, L. Cherchiglia, G. Brunoro. Obser-
vatorio da web: Uma plataforma de monitoracao, sintese e visualizacao de eventos

massivos em tempo real. In SEMISH, pages 5667, 2010 » participacao de aluno
de doutorado (P. Calais).

Orientacoes

A seguir destacamos as orientacoes defendidas e em andamento.



Tese de Doutorado —  Atualmente estamos co-orientando dois alunos de doutorado.
Ambas as orientagoes estao em andamento:

Co-orientagao de Pedro Calais Guerra (P. Calais), Desenvolvimento de Algoritmos de
Transferéncia de Aprendizado aplicados a Midias Sociais, defesa prevista para 2013.
Artigos produzidos [60, 31, 61, 32, 67].

Co-orientagao de Humberto Mossri de Almeida (H. Almeida), Desenvolvimento de Algo-
ritmos de Transferéncia de Aprendizado aplicados a Midias Sociais, defesa prevista
para 2013. Artigos produzidos [8, 19, 38, 2].

Dissertacao de Mestrado —  Dois alunos defenderam suas dissertagoes sob a co-
orientacao do proponente, e mais 5 estao atualmente em andamento:

Co-orientagao de Guilherme Vale Menezes (G. Menezes), Recomendagao de Tags Sob-
Demanda, defendida em 2011. Artigos produzidos [54].

Co-orientagao de Rickson Guidolini (R. Guidolini), Detec¢ao de Réplicas de Sitios Web
em Maquinas de Busca usando Aprendizado de Maquina, defendida em 2011.

Orientagao de Gessé Dafé (G. Dafé), Classificacao Associativa através de Combinagao
por Proximidade de Atributos, defesa prevista para 2013.

Co-orientagao de Aline Bessa (A. Bessa), Detecgao de Sitios Replicados usando Apren-
dizado Ativo, defesa prevista para 2013.

Co-orientagao de Marco Thlio Ribeiro (M. Ribeiro), Recomendacgao de Produtos através
de Agregagao de Listas Ordenadas, defesa prevista para 2012.

Co-orientagao de Ismael Santana (I. Santana), Andlise Adaptativa de Fluxo de Sen-
timento baseada em Janela Deslizante Ativa, defesa prevista para 2011. Artigos
produzidos [65, 66, 64].

Co-orientagao de Rodrigo Silva (R. Silva), Amostragem Ativa aplicada & Ordenacao de
Documentos Web, defesa prevista para 2011. Artigos produzidos [69].

Iniciagao Cientifica — Dois alunos concluiram seus trabalhos, e mais 4 alunos estao
atualmente sob a orientacao do proponente:

Alexandre Guelman Davis (A. Davis), Bolsa BITIB de iniciacao cientifica, concluida em
2011.

Marco Thlio Ribeiro (M. Ribeiro), Bolsa CNPQ de iniciagao cientifica, concluida em
2011. Artigos produzidos [62, 60, 61, 63].

Alexandre Guelman Davis (A. Davis), UOL Bolsa Pesquisa de iniciagao cientifica, término
em 2012. Artigos produzidos [33, 34]

Felipe Peixoto (F. Peixoto), Bolsa PIBIC de inicia¢ao cientifica, término em 2011. Arti-
gos produzidos [34].



Luis Matoso (L. Matoso), Bolsa CNPQ de iniciacao cientifica, término em 2012.

André Harder (A. Harder), Bolsa CNPQ de iniciagao cientifica, término em 2012.

Palestras Convidadas

Fomos convidados para proferir duas palestras:

e Yahoo! Research Barcelona, Demand-Driven Associative Classification, Barcelona,
20 de setembro de 2010.

e UNICAMP, Classificacao Associativa Sob-Demanda, Campinas, 10 de junho de
2010.

Projetos de Pesquisa

Atualmente participamos e coordenados 9 projetos de pesquisa:

1. Pesquisador associado ao Instituto Nacionalde Ciéncia e Tecnologia para a Web.
Processo MCT/CNPQ573871/2008-6. Valor: R$2.300.000,00. Inicio em 2010,
término em 2012.

2. Membro da linha de pesquisa Descoberta de Conhecimento em Bases de Dados ¢
InWeb. Valor: R$278.048,57.

3. Coordenador do projeto CNPQ-UNIVERSAL, “Algoritmos de Aprendizado Asso-
ciativo pata Ordenacao de Documentos”. Processo MCT/CNPQ483829/2010-2.
Valor R$20.000,00. Inicio em 2011, término em 2013.

4. Coordenador do projeto FIAT-FAPEMIG, “Analise Espaco-Temporal de Opinices
acerca de Modelos Automotivos”. Processo APQ-03829-10. Valor R$9.072,00.
Inicio em 2011, término em 2012.

5. Coordenador do projeto BITIB-FAPEMIG, “Anélise em Tempo Real de Sentimentos
na Web”. Valor R$6.000,00. Inicio em 2010, término em 2011.

6. Coordenador do projeto UOL-Bolsa Pesquisa, “Classificacao Associativa Sob-Deman-
da em Tempo Real e perante Dados com Incerteza”. Processo 20110215172500.
Valor R$22.000,00. Inicio em 2011, término em 2012.

7. Participante do projeto CNPQ-PDI, “Modelos e Algoritmos para Tratamento de In-
formagoes em Tempo Real”. Processo MCT/CNPQ/560286/2010-4. Valor R$299.786,32.
Inicio em 2011, término em 2012.

8. Participante do projeto UOL-PAGSEGURO, “Deteccao de Fraudes Eletronicas”.
Inicio em 2011, término em 2012.

9. Participante do projeto SERPRO-DATA MINING, “Mineracao de Dados em Larga
Escala”. Inicio em 2011, término em 2012.



Prémios e Distingoes

A seguir listamos as premiagoes e distingoes recebidas:

1.

10.

Primeiro lugar no Concurso de Iniciagao Cientifica (CTIC) - 2002 (com o artigo [5]),
promovido pela Sociedade Brasileira de Computacao.

. Primeiro lugar no Concurso de Teses e Dissertagoes (CTD) - 2004 (com o artigo [17]),

promovido pela Sociedade Brasileira de Computagao.

Primeiro lugar no Concurso de Teses e Dissertacoes (CTD) - 2010 (com o artigo [12]),
promovido pela Sociedade Brasileira de Computagao.

. Prémio UFMG de teses - 2010 (http://www.ufmg.br/online/arquivos/017552.

shtml).
Grande Prémio UFMG de teses (mengao honrosa) - 2010.
Melhor artigo do Simpésio Brasileiro de Banco de Dados - 2002 (com o artigo [16]).

Entre os 3 melhores artigos do Simpésio Brasileiro de Banco de Dados - 2003 (com
o artigo [21]).

Entre os 3 melhores artigos da SIAM Data Mining Conference - 2009 (com o ar-
tigo [27]).

Entre os 5 melhores artigos do Simpodsio Brasileiro de Redes de Computadores -
2011 (com o artigo [60]).

Primeiro lugar no Concurso de Iniciacao Cientifica (CTIC) - 2011, promovido pela
Sociedade Brasileira de Computagao (trabalho do aluno Marco Tilio Ribeiro [62]).

Participacao em Comités de Programa e Revisao de Periddicos

Participamos de comités de programa de conferéncias, e revisamos artigos para diversos
periédicos:

1.

2.

Revisor de artigos para IEEE Transactions on Parallel and Distributed Systems

Revisor de artigos para Data Mining and Knowledge Discovery

. Revisor de artigos para Information Systems

Revisor de artigos para Journal of the Brazilian Computer Society

Revisor de artigos para IEEE Transactions on Knowledge and Data Engineering
Revisor de artigos para Journal of Data and Information Management

Revisor de artigos para Journal of Autonomous Agents and Multi-Agent Systems

Revisor de artigos para ACM Transactions on Intelligent Systems and Technology



9. Revisor de artigos para The VLDB Journal
10. Membro do comité de programa do ACM WWW Conference 2012, Lion, Franca.

11. Membro do comité de programa do SBBD 2011, Floriandlis, Brasil.



