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Projeto Anterior (Agosto 2014 — Julho 2017)

O proponente tem bolsa de produtividade em curso, e portanto a seguir sao descritas as
metas referentes a proposta anterior, bem como os resultados obtidos.

Metas do Projeto Anterior: (i) projetar, implementar e validar novos algoritmos de
aprendizado de maquina baseados em supervisao limitada para modelagem de linguagem
natural; (ii) avaliar a efetividade pratica dos algoritmos desenvolvidos em aplicagoes rele-
vantes e desafiadoras; (iii) formar 3 doutores, 8 mestres e 8 alunos de iniciagao cientifica;
(iv) publicar 6 artigos em periédicos, 8 artigos em conferéncias internacionais e 6 artigos
em conferéncias nacionais; e (v) publicar e transferir toda a tecnologia produzida durante
o projeto para fins de pesquisa e desenvolvimento tecnoldgico.

Resultados Alcancados: (i), (ii) e (v) métodos e algoritmos baseados em supervisao
limitada para modelagem de linguagem natural foram projetados, implementados e va-
lidados. A transferéncia da tecnologia foi realizada seguindo o modelo adotado pela
UFMG e foram base para a criagdo de duas empresas: Stella (http://www.stella.mobi)
e Kunumi (http://kunumi.ai); (iii) duas doutoras (Evelin Amorin e Mariane Souza)
passaram pela qualificacao de tese, e serao doutoras até 2018. Formamos 11 mestres
(Alison Marczewski [9], André Lloyd [8], Vinicius Melo [7], André Costa [2], Cristiano
Carvalho [4], Carlos Freitas [5], Edgard de Freitas Jr. [6], Alexandre Davis [3], Keiller
Nogueira [10], Alberto Albuquerque [1], Gianlucca Zuin [11]), e 8 alunos de inicia¢ao ci-
entifica (Dan Valle, Alex Barros, Erico Pereira, Igor Marques, Isabella Brito, André Lloyd,
Eduardo Nigri, Sérgio Barbosa); (iv) publicamos 10 artigos em periédicos [26-33, 35, 54],
7 artigos em conferéncias internacionais [12, 14, 15, 17, 18, 43, 49] (outros 6 artigos estao
submetidos e em processo de avaliagdo por pares com desfecho até o préximo meés), e 7
artigos em conferéncias nacionais [19, 21-24, 62].

Atuacao no Periodo

De acordo com a Chamada CNPq No 12/2017 — Bolsas de Produtividade em Pesquisa,
ANEXO I — Critérios dos Comités Assessores, o item “Critérios Especificos” do docu-
mento CC — Ciéncia da Computacao, menciona: “De forma complementar, tém sido
levados em consideragcao outros indicadores objetivos tais como orientacoes concluidas,
total de recursos obtidos em projetos de pesquisa, prémios e distingoes recebidas e parti-
cipacao em comités cientificos. Nas atividades de orientacao, alguns aspectos analisados
sao: quantos alunos de mestrado/doutorado concluiram suas dissertagioes/teses sob sua
orientacao no periodo relevante para o julgamento? Que trabalhos associados a essas
orientagoes foram publicados ou submetidos para publicagao em periddicos e/ou eventos
nacionais e/ou internacionais? Qual a importancia dessas publica¢oes na drea de pesquisa
da pos-graduacao em questao? Quantas orientacoes de mestrado e doutorado estao em
andamento? Que tipos de cursos de pos-graduacao relacionados a sua pesquisa o propo-
nente tem lecionado? Com que reqularidade? Em que tipo de programa ou circunstancia
(e.g. cursos convidados em outras instituicoes, tutoriais em eventos relevantes, etc.)?”

Assim sendo, apresentamos a seguir, de forma mais detalhada, indicadores objetivos
a respeito da atuacao académica do proponente no periodo Agosto 2014 — Julho 2017.



Orientagoes Concluidas: Foram defendidas 11 dissertagoes de mestrado, detalhadas
a seguir.

1.

Alison Marczewski — Learning transferable features from multiple source domains
for speech emotion recognition, 17/07/2017. Banca examinadora: Adriano Veloso
(UFMG, orientador), Nivio Ziviani (UFMG), Hani Camille (UFMG). Artigos pu-
blicados: [49].

. André Lloyd — Extending Markov models through gradient descent optimization,

30/03/2017. Banca examinadora: Adriano Veloso (UFMG, orientador), Leandro
Balby (UFCG), Renato Assungao (UFMG), Renato Ferreira (UFMG). Artigo sub-
metido e em avaliacao por pares.

. Gianlucca Zuin — Question-Answering with domain-adaptive nets, 30/07/2017.

Banca examinadora: Adriano Veloso (UFMG, orientador), Nivio Ziviani (UFCG),
Renato Assuncao (UFMG). Artigo submetido e em avaliagdo por pares.

. Vinicius Melo — JSPY: um modelo objetivo para compreensao de linguagem natural,

17/03/2017. Banca examinadora: Adriano Veloso (UFMG, orientador), Adriano
Pereira (UFMG), Fernando Magno (UFMG). Artigo submetido e em avaliagao por
pares.

. Alberto Albuquerque — Recodificacao de atributos para learning to rank usando

autoencoders, 23/06/2017. Banca examinadora: Renato Ferreira (UFMG, orienta-
dor), Adriano Veloso (UFMG, coorientador), Edleno de Moura (UFAM), Leandro
Balby (UFCG), Nivio Ziviani (UFMG). Artigo submetido e em avaliacao por pares.

. André Costa — Mental disorder characterization from social media through deep

learning, 05/04/2016. Banca examinadora: Adriano Veloso (UFMG, orientador),
Cilene Rodrigues (PUC-RJ), Nivio Ziviani (UFMG), Pedro Olmo (UFMG). Artigos
publicados: [19].

Edgard de Freitas Jr. — A robust deep convolutional neural network model for
text categorization, 30/03/2016. Banca examinadora: Adriano Veloso (UFMG,
orientador), Marco Cristo (UFAM), Wagner Meira Jr. (UFMG), Renato Ferreira
(UFMG), Nivio Ziviani (UFMG). Artigo submetido e em avaliacdo por pares.

. Alexandre Davis — Subject classification through context-enriched language models,

23/02/2015. Banca examinadora: Adriano Veloso (UFMG, orientador), Renato
Assungao (UFMG), Wagner Meira Jr. (UFMG). Artigos publicados: [29].

. Keiller Nogueira — Abordagens de aprendizado estatistico e profundo para os pro-

blemas de decomposicao e anotagao de pegas de roupas em fotografias de moda,
23/02/2015. Banca examinadora: Adriano Veloso (UFMG, orientador), Jefersson
Santos (Coorientador, UFMG), Nivio Ziviani (UFMG), Renato Ferreira (UFMG).
Artigos publicados: [62] e [33].



10.

11.

Carlos Freitas — Robos sociais: implicagoes na seguranca e na credibilidade de
servigos baseados em microblogs, 05/08/2014. Banca examinadora: Adriano Veloso
(UFMG, orientador), Fabricio Benevenuto (UFMG, coorientador), Dorgival Guedes
(UFMG), Marco Cristo (UFAM). Artigos publicados: [20], [30] e [14].

Cristiano Carvalho — Deteccao de réplicas de sitios web usando aprendizado semi-
supervisionado baseado em maximizacao de expectativas, 19/09/2014. Banca exa-
minadora: Nivio Ziviani (UFMG, orientador), Adriano Veloso (UFMG, coorienta-
dor), Edleno de Moura (UFAM), Rodrygo Santos (UFMG). Artigos publicados: [27].

Orientacoes em Andamento: Ha 4 orientacoes de doutorados e 6 orientagoes de
mestrados em curso, detalhadas a seguir.

1.

10.

Mariane Souza, doutorado, Searching images in semantic spaces, defesa prevista
para novembro de 2017. Artigos publicados: [17].

. Evelin Amorim, doutorado, Automatic scoring of essays, defesa prevista para de-

zembro de 2017. Artigos publicados: [12].

. Tiago Amador, doutorado, Generative adversarial networks for Information Retrie-

val, defesa prevista para janeiro de 2019.

. Anderson Bessa, doutorado, Anticipating the quality of steel, defesa prevista para

marco de 2019.

. Tulio Loures, mestrado (coorientador), Descrevendo entidades a partir de comentérios

online, defesa prevista para setembro de 2017. Artigos publicados: [22, 23].

. Tiago Alves, mestrado (coorientador), Learning representations for intensive pati-

ents, defesa prevista para marco 2018.

Alex Barros, mestrado (coorientador), Learning contextual language models, defesa
prevista para marco de 2018.

. Vaux Gomes, mestrado (coorientador), Boosting associative classifiers, defesa pre-

vista para setembro de 2017.

. Tiago Pimentel, mestrado, Machine translation with reinforcement learning, defesa

prevista para marco de 2018. Artigos publicados: [18].

Dan Valle, mestrado, Representing the evolution of Alzheimer Dementia with deep
convolutional networks, defesa prevista para margo de 2019.

Recursos Obtidos/Projetos de Pesquisa: No periodo, o proponente atuou/atua
como coordenador de 4 projetos de pesquisa, que sao detalhados a seguir.

1.

Laboratério de Inteligéncia Artificial — Projeto de Parceria de Pesquisa com a em-
presa Kunumi. Valor: R$1.650.000,00.



. Plataforma Big Data para Computacao Cognitiva — Projeto de Pesquisa e Desen-

volvimento em Parceria com a empresa Kunumi. Valor: R$180.000,00.

. Algoritmos de Aprendizado Profundo Reconhecimento e Identificagdo de Faces em

Tempo Real — Fapemig Universal. Valor: R$31.673,00.

Cont-Class:  Algoritmos de Aprendizado para Classificagao (Quasi-)Contigua —
CNPq Universal. Valor: R$46.200,00.

. Aprendizado Pragmatico com Supervisao Limitada para Modelagem de Linguagem

Natural em Textos Curtos, CNPq Bolsa de Produtividade em Pesquisa, nivel 2.
Valor: R$39.600,00.

No periodo, o proponente também participa/participou de outros 6 projetos, que sao
detalhados a seguir:

1.

Arquitetura e Algoritmos Big Data para a Anadlise de Pericias Médicas — Pro-
jeto de Pesquisa e Desenvolvimento em Parceria com a empresa Dataprev. Valor:

R$888.695,00.

. MASWEB, Modelos, Algoritmos e Sistemas para a Web — CNPq/Fapemig/Pronex.

Valor: R$330.000,00.

. Desenvolvimento de Sistemas para Adaptabilidade a Carga e Condig¢oes de Operagao

em Data-Centers Corporativos — Projeto de Pesquisa e Desenvolvimento em Par-
ceria com a empresa Engetron. Valor: R$505.270,00.

. EUBRA, BIGSEA, Europe Brazil Collaboration of Big Data Scientific Research

through Cloud-Centric Applications — RNP/CNPq. Valor: R$620.000,00.

. INWeb, Instituto Nacional de Ciéncia e Tecnologia para a Web — MCT/CNPq.

Valor: R$2.300.000,00.

Observatorio da Web para Saide: Um estudo de Usuarios, Comportamentos e

Tendéncias — Projeto de Pesquisa e Desenvolvimento em Parceria com a empresa
LG Electronics (LGE). Valor: R$630.396,00.

Como detalhado, ao longo dos ultimos trés anos o proponente participou de projetos de
pesquisa que totalizam R$7.175.634,00, dos quais R$1.901.273,00 sao relativos a projetos
coordenados pelo proponente.

Atuacao na Comunidade Nacional: O proponente tem atividades relevantes na co-
munidade cientifica da Computacao no pais. Durante o periodo em questao o proponente
foi membro afiliado da Académica Brasileira de Ciéncias (Engenharias). Além disso, o
proponente atuou ativamente como membro do comité de programa de conferéncias na-
cionais e como revisor de periddicos nacionais:

e Revisor para JIDM (Journal of Information and Data Management),



e Revisor para JBCS (Journal of the Brazilian Computer Society),
e Revisor para REIC (Revista Eletronica de Iniciagao Cientifica da SBC),
e Revisor para RITA (Revista de Informatica Tedrica e Aplicada).

e Membro do comité de programa da BRASNAM 2017, 2016, 2015, (Brazilian Workshop
on Social Network Analysis and Mining),

e Membro do comité de programa do CTD 2016, 2015 (Concurso de Teses e Dis-
sertagoes da Sociedade Brasileira de Computagao),

e Membro do comité de programa do Bracis 2016, 2015, 2014 (Brazilian Conference
on Intelligent Systems),

e Membro do comité de programa do SBBD 2017, 2016, 2015, 2014, 2013, 2012, 2011,
2010, 2009, 2008, 2007 (Simpdsio Brasileiro de Banco de Dados),

e Membro do comité de programa da WebMedia 2017, 2016, 2015 (Simpésio Brasileiro
de Sistemas Multimidia e Web),

e Membro do comité de programa do CTIC 2017, 2016, 2015, 2014, 2013, 2012 (Con-
curso Nacional de Trabalhos de Iniciagao Cientifica da Sociedade Brasileira de Com-
putagao).

e Membro do comité de programa do KDMile 2016, 2015, 2014 (Brazilian Symposium
on Knowledge Discovery, Mining and Learning).

e Membro do comité de programa do SIBGRAPI 2017 (Brazilian Conference on
Graphics, Patterns and Images).

O proponente também tem atuado como revisor de projeto de fomento para as agéncias:
Fundagao de Amparo a Pesquisa do Estado de Sao Paulo (FAPESP), Fundacao de Am-
paro a Pesquisa do Estado do Amazonas (FAPEAM), Fundagao de Amparo a Pesquisa
do Estado de Minas Gerais (FAPEMIG), Fundagdo de Amparo a Pesquisa do Estado
da Bahia (FAPESB), e Conselho Nacional de Desenvolvimento Cientifico e Tecnolégico
(CNPq).

Atuagao na Comunidade Internacional: O proponente tem trabalhado como revisor
dos mais importantes periddicos das dreas de Aprendizado de Maquina e Mineragao de
Dados:

e Data & Knowledge Engineering — Elsevier,

Distributed and Parallel Databases — Springer,

Information Sciences — Elsevier,

Information Systems — Elsevier,

Information Processing & Management — Elsevier,



The VLDB Journal — VLDB Endownment,

Transactions on Knowledge and Data Engineering — IEEE,
Transactions on Parallel and Distributed Systems — IEEE,

Data Mining and Knowledge Discovery — Springer,

Journal of Autonomous Agents and Multi-Agent Systems — Springer,
Transactions on Intelligent Systems and Technology — ACM,
Transactions on Knowledge Discovery from Data — ACM,
Knowledge Engineering Review — Cambridge,

Security and Communication Networks — Wiley

O proponente tem sido membro do comité de programa dos seguintes eventos cientificos
internacionais:

Internation Joint Conference on Artificial Intelligence, desde 2015.

IEEE Big Data Conference, desde 2014,

ACM CIKM Conference on Information and Knowledge Management, desde 2014,
SIAM International Conference on Data Mining, desde 2014,

AAAT International Conference on Web and Social Media, desde 2014,
International Joint Conference on Natural Language Processing, desde 2014,
ACM Web Science Conference, desde 2013,

IEEE International Conference on Data Mining, desde 2012,

String Processing and Information Retrieval Conference, desde 2012,

World Wide Web Conference, desde 2012,

European Conference on Machine Learning and Principles and Practice of Kno-
wledge Discovery in Databases, desde 2010,

ACM SIGKDD Conference on Knowledge Discovery and Data Mining, desde 2012,

ACM SIGIR Conference on Research and Development in Information Retrieval,
desde 2011,



Também apresentamos na Tabela 1 o sumério de indicadores de produtividade do
proponente nos ultimos 3 anos e nos ultimos 10 anos. Informacoes mais detalhadas e atu-
alizadas podem ser encontradas no curriculo Lattes do proponente!. Como pode ser visto
na Figura 1, nos ultimos anos o proponente vem focado em publicacoes no extrato supe-
rior. Cerca de 80% das publicagdes do proponente estao no extrato superior. Além disso,
o numero de publicagoes sem qualificagao cresce porque o proponente vem publicando em
conferéncias novas (a despeito delas ainda nao terem entrada no Qualis).

’ Indicador \ 3 anos \ 10 anos ‘
H-Index (Publish or Perish) 19 23
Citacoes (Publish or Perish) 805 1621
Periodicos 10 23
Artigos em conferéncias 15 56
Orientacgoes concluidas 19 19
Doutorado — 1
Mestrado 11 22
Iniciagao Cientifica 8 16
Orientagoes em andamento 15 —
Doutorado 4 —
Mestrado 6 —
Iniciacao Cientifica ) —
Projetos de pesquisa na prépria instituicao 8 16
Coordenagao 5 8
Participacao 3 8
Projetos de pesquisa multi-institucional 3 6
Participagao 3 6
Projetos de pesquisa de cooperacao internacional 1 3
Participacao 1 3
Projetos de pesquisa com org. publicas ou privadas 5 11
Coordenagao 2 4
Participagao 3 7
Revisor de periédicos 18 22
Nacionais 4 5
Internacionais 14 17
Eventos 21 23
TPC de conferéncias nacionais 8 8
TPC de conferéncias internacionais 13 15

Tabela 1: Sumarios dos indicadores de pesquisa.

Cursos de Pos-Graduagao: O proponente leciona regularmente os cursos de Aprendi-
zado de Maquina/Aprendizado Profundo (desde 2010), e de Processamento de Linguagem

'http://buscatextual.cnpq.br/buscatextual/visualizacv.do?id=K4762232P7
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Figura 1: Qualificacao das publicac¢oes por ano e cumulativo (tendéncia).

Natural (desde 2015). A Tabela 2 mostra o nimero de alunos matriculados nessas disci-
plinas anualmente.

Tabela 2: Disciplinas lecionadas por semestre e com tamanho de cada turma.

Semestre Nome da disciplina Matriculados
2010.2  Aprendizado de Maquina (PG) 35 (grad) + 41 (pds)
2012.1  Aprendizado de Maquina (PG) 17 (grad) + 28 (pos)
2013.1  Aprendizado de Maquina (PG) 21 (grad) + 36 (pds)
2014.1  Aprendizado de Maquina (PG) 27 (grad) + 31 (pds)
2015.1  Aprendizado de Maquina (PG) 30 (grad) + 33 (pos)
2015.2  Processamento de Linguagem Natural (PG) 7 (grad) + 14 (pds)
2016.1  Aprendizado de Maquina (PG) 34 (grad) + 26 (pds)
2016.2  Processamento de Linguagem Natural (PG) 5 (grad) 4+ 17 (pds)
2017.1  Aprendizado de Maquina (PG) 28 (grad) + 44 (pds)
2010.1—2017.1 194 (grad) + 270 (pos)

Dissertacoes Defendidas

[1] Alberto Albuquerque. Recodificagdo de atributos para learning to rank usando au-
toencoders (Mestrado), 2017.

[2] André Costa. Mental disorder characterization from social media through deep lear-
ning (Mestrado), 2016.

[3] Alexandre Davis. Subject classification through context-enriched language models
(Mestrado), 2015.



Cristiano Rodrigues de Carvalho. Deteccao de réplicas de sitios web usando apren-
dizado semi-supervisionado baseado em maximizagdo de expectativas (Mestrado),
2014.

Carlos Alessandro Sena de Freitas. Robos sociais: implicagbes na seguranga e na
credibilidade de servigos baseados em microblogs (Mestrado), 2014.

Edgard de Freitas Jr. A robust deep convolutional neural network model for text
categorization (Mestrado), 2016.

Vinicius Garcia. Jspy: um modelo objetivo para compreensao de linguagem natural
(Mestrado), 2017.

André Lloyd Dwight Perlee Harder. Extending markov models through gradient
descent optimization (Mestrado), 2017.

Alison Marczewski. Learning transferable features from multiple source domains for
speech emotion recognition (Mestrado), 2017.

Keiller Nogueira. Abordagens de aprendizado estatistico e profundo para os pro-
blemas de decomposicao e anotacao de pegas de roupas em fotografias de moda
(Mestrado), 2015.

Gianlucca Zuin. Sistemas pergunta-resposta com adaptacao de dominio (Mestrado),
2017.

Conferéncias Internacionais

[12]

[13]

[14]

[15]

[16]

Evelin Amorim and Adriano Veloso. A multi-aspect analysis of automatic essay
scoring for brazilian portuguese. In Conference of the European Chapter of the As-
sociation for Computational Linguistics, FACL, pages 94-102, 2017.

Roberto Lourenco de Oliveira Jr., Adriano Veloso, Adriano C. M. Pereira, Wag-
ner Meira Jr., Renato Ferreira, and Srinivasan Parthasarathy. Economically-efficient
sentiment stream analysis. In 37th International ACM SIGIR Conference on Rese-
arch and Development in Information Retrieval, pages 637-646, 2014.

Carlos A. Freitas, Fabricio Benevenuto, Saptarshi Ghosh, and Adriano Veloso. Re-
verse engineering socialbot infiltration strategies in twitter. In 2015 IEEE/ACM In-
ternational Conference on Advances in Social Networks Analysis and Mining, ASO-
NAM, pages 25-32, 2015.

Anisio Lacerda, Adriano Veloso, Rodrygo L. T. Santos, and Nivio Ziviani. Context-
aware deal size prediction. In 21st International Symposium String Processing and
Information Retrieval SPIRFE, pages 256267, 2014.

Alison Marczewski, Adriano Veloso, and Nivio Ziviani. Learning transferable features
for speech emotion recognition. In 30th ACM MM Multimedia Conference, pages
490-510, 2017.



[17]

[18]

Mariane Moreira, Jefersson Alex dos Santos, and Adriano Veloso. Learning to rank
similar apparel styles with economically-efficient rule-based active learning. In Inter-
national Conference on Multimedia Retrieval, ICMR, page 361, 2014.

Tiago Pimentel, Adriano Veloso, and Nivio Ziviani. Unsupervised and scalable algo-
rithm for learning node representations. In 5th International Conference on Learning
Representations, 2017.

Conferéncias Nacionais

[19]

[20]

[22]

[23]

[24]

[25]

André Costa and Adriano Veloso. Employee analytics through sentiment analysis.
In XXX Simpdsio Brasileiro de Banco de Dados, SBBD, pages 101-112, 2015.

Carlos Alessandro Sena de Freitas, Fabricio Benevenuto, and Adriano Veloso. Soci-
albots: Implications on the safety and reliability of twitter-based services. In 2014
Brazilian Symposium on Computer Networks and Distributed Systems, SBRC, pages
302-309, 2014.

Anisio Lacerda, Adriano Veloso, and Nivio Ziviani. Adding value to daily-deals
recommendation: Multi-armed bandits to match customers and deals. In 2015 Bra-
zilian Conference on Intelligent Systems, BRACIS 2015, Natal, Brazil, November
4-7, 2015, pages 216-221, 2015.

Tulio Loures, Pedro Olmo Vaz de Melo, and Adriano Alonso Veloso. Generating en-
tity representation from online discussions: Challenges and an evaluation framework.
In 23rd Brazilian Symposium on Multimedia and the Web, WebMedia, pages 341-344,
2017.

Thlio Loures, Pedro Vaz de Melo, and Adriano Veloso. E possivel descrever episodios
de séries de televisao a partir de comentarios online? In 6th Brazilian Workshop on
Social Network Analysis and Mining, 2017.

Johnnatan Messias, Gabriel Magno, Fabricio Benevenuto, Adriano Veloso, and
Virgilio A. F. Almeida. Brazil around the world: Characterizing and detecting bra-
zilian emigrants using google+. In 21st Brazilian Symposium on Multimedia and the
Web, WebMedia, pages 85-91, 2015.

Adriano Alonso Veloso, Jefersson Alex dos Santos, and Keiller Nogueira. Learning to
annotate clothes in everyday photos: Multi-modal, multi-label, multi-instance appro-
ach. In 27th SIBGRAPI Conference on Graphics, Patterns and Images, SIBGRAPI,
pages 327-334, 2014.
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NoOvOS ALGORITMOS E ARQUITETURAS PARA
APRENDIZADO PROFUNDO

Sumario Executivo

Objetivos: O principal objetivo deste projeto é desenvolver métodos e algoritmos de
Aprendizado Profundo utilizando novas arquiteturas aprimoradas a partir de redes recor-
rentes, convolucionais, adversariais, sequéncia-sequéncia, treinadas através de supervisao
e adaptacao de dominio, ou por reforco. Objetivos secundarios incluem a exploracao de
diferentes cendrios de aplicagao, envolvendo tarefas de Processamento de Linguagem Na-
tural e Visao Computacional, tais como traducao automatica, andlise semantica, andlise
de emocoes a partir da fala, sistemas de pergunta-resposta, reconhecimento de padroes e
objetos em imagens, busca por imagens em espacos semanticos, entre outras.

Motivacao: Uma grande ambicao da comunidade de Aprendizado de Maquina é prover
solucoes a tarefas complexas com niveis de precisao préximos ou superiores a inteligéncia
humana. Recentemente tal ambicao vem sendo atingida em decorréncia de avancos na
area de Aprendizado Profundo. Algumas tarefas complexas em Processamento de Lin-
guagem Natural e Visao Computacional, por exemplo, ja possuem solugoes baseadas em
arquiteturas profundas que mostram resultados superiores aos atingidos por humanos.
Arquiteturas profundas também ja superam os humanos em diversos jogos complexos.
Neste projeto propomos novos algoritmos de Aprendizado Profundo, sejao eles baseados
em arquiteturas recorrentes, convolucionais, adversariais, sequéncia-sequéncia, e treina-
dos via reforgo ou através de supervisao e adaptacao de dominio. Tais algoritmos devem
avancar o estado-da-arte, seja em termos de precisao da solugao ou em termos de custo
computacional ou complexidade de treinamento.

Descricao: O projeto é organizado em trés camadas. Na primeira camada iremos definir
as fontes de dados, coletar e preparar os dados com as caracteristicas de nosso interesse. A
segunda camada envolve a elaboracao de novos algoritmos e arquiteturas de Aprendizado
Profundo. Finalmente, na terceira camada iremos avaliar as arquiteturas e os algorit-
mos desenvolvidos em diversas tarefas de Processamento de Linguagem Natural e Visao
Computacional.

Resultados Esperados: Ao fim deste projeto (36 meses) espera-se obter os seguintes
resultados: (i) projetar, implementar e validar novos algoritmos de Aprendizado Profundo
baseados em arquiteturas de redes recorrentes, convolucionais, adversariais, sequéncia-
sequéncia, treinadas por reforgo ou através de supervisdo e adaptacao de dominio; (ii)
avaliar a efetividade pratica dos algoritmos desenvolvidos em tarefas relevantes e desafia-
doras relacionadas ao Processamento de Linguagem Natural e Visdo Computacional; (iii)
formar 2 doutores, 8 mestres e 8 alunos de iniciacao cientifica; (iv) publicar 6 artigos em
periddicos, 10 artigos em conferéncias internacionais e 6 artigos em conferéncias nacionais;
e (v) publicar e prover acesso ao estado-da-arte a academia e empresas para que essas
possam se beneficiar de oportunidades abertas pelo Aprendizado Profundo.



Relagao com o Projeto Anterior (Agosto 2014 — Julho 2017): O projeto ante-
rior foi focado no desenvolvimento de algoritmos de Aprendizado de Maquina baseados
em supervisao limitada para modelagem de linguagem natural. Os algoritmos desenvol-
vidos foram avaliados em diferentes cendrios de aplicagao, mostrando-se especialmente
efetivos em aplicacoes relacionadas a Linguistica Computacional, tais como andlise de
sentimentos, avaliacao automatica de redacoes, deteccao de viés em correcoes, producao
de texto em redes sociais online, e remoc¢ao de ambiguidade em comunicacao baseada em
pequenos textos. Desta forma, pretendemos aprimorar nossos algoritmos de Aprendizado
Profundo, bem como projetar e desenvolver novos algoritmos, e explorar outros desafios
computacionais e cenarios de aplicacao, especialmente os relacionados ao Processamento
de Linguagem Natural e a Visao Computacional.

Recursos Solicitados: Solicitamos a manutencao da bolsa de produtividade em pes-
quisa nivel 2, ou a progressao para a bolsa de produtividade em pesquisa nivel 1D, con-
siderando a nossa producao técnico-cientifica e atuacao académica.



1 Introducao

A Inteligéncia Artificial mostrou grandes avancos ao longo das ultimas cinco décadas ao
propor solugoes para tarefas intelectualmente dificeis para os humanos, mas relativamente
faceis de serem descritas por regras formais ou matematicas. Atualmente, o grande desafio
na area consiste em encontrar solucoes automaticas para tarefas consideradas faceis para
os humanos, mas ao mesmo tempo dificeis de serem descritas formalmente. Nos, humanos,
geralmente solucionamos essas tarefas de maneira intuitiva, aparentemente automatica,
como acontece com o entendimento de fala ou reconhecimento de objetos em imagens.
Embora essas sejam tarefas que lidamos a todo o momento, nao sabemos explicar bem
como as realizamos.

As dreas de Processamento de Linguagem Natural e Visao Computacional sao repletas
de tarefas intuitivas, mas que raramente tém solugoes que possam ser descritas formal-
mente. Uma abordagem em particular vem mostrando-se altamente eficaz para realizar
tais tarefas, e consiste basicamente em programar o computador para que ele simule algum
processo de aprendizado. Na pratica, o computador extrai padroes a partir de grandes
quantidades de dados para construir um modelo — um processo conhecido como Apren-
dizado de Maquina. Modelos obtidos através do processo de Aprendizado de Maquina
substituem a necessidade de descrever formalmente a solugao, e ha diferentes tipos de
modelos. Um tipo de modelo em especial é dado em termos de uma hierarquia de concei-
tos na qual cada conceito é definido em termos de conceitos mais simples. Redes neurais
profundas sao modelos baseados nessa abordagem e correspondem a uma hierarquia de
conceitos com diversos niveis de abstracgao.

H& atualmente uma grande diversidade de arquiteturas para redes neurais profundas.
Dentre as arquiteturas mais conhecidas podemos incluir as redes totalmente conectadas,
as redes convolucionais, as redes recorrentes, as redes auto-associativas, e as redes adver-
sariais. A escolha da arquitetura é dada em termos da tarefa a ser solucionada, bem como
em termos do tipo, qualidade e quantidade de dados disponiveis para o treinamento. A
estratégia de treinamento também varia bastante, incluindo treinamento por refor¢co ou
por supervisao com adaptagao de dominio. O treinamento ocorre pela minimizacao de
uma funcao de perda adequada, que por sua vez se traduz em um processo de busca pelos
parametros 6timos da rede neural. O sobreajuste do modelo é tipicamente evitado com a
utilizacao de regularizacao. As redes neurais podem ser utilizadas para prever rétulos ou
objetos estruturados, como arranjos ou sequéncias de rotulos.

Aparentemente, nos proximos anos a escolha pelo Aprendizado Profundo sera cada
vez mais frequente em diversas areas de estudo, bem como na industria. Ainda assim, ha
diversos desafios relacionados ao treinamento e utilizagao de redes neurais profundas:

e O quao mais abstrata é a tarefa a ser solucionada, mais parametros precisam ser
ajustados. Redes neurais com mais parametros requerem mais dados para treina-
mento. Atualmente, o nimero de parametros em redes profundas geralmente chega
a ordem de alguns ou muitos milhoes. De forma geral, para se assegurar a genera-
lizacao, a demanda por dado de treinamento cresce quadraticamente em relacao ao
nimero de parametros da rede neural. Como treinar uma rede neural profunda de
maneira eficaz quando a quantidade de treinamento é insuficiente?

e Dados podem ser dinamicos, ou seja, sao coletados e armazenados continuamente.



Como treinar uma rede neural profunda de maneira progressiva, quando novos dados
sao adicionados ao treinamento?

e Predigoes podem ser mutualmente associadas. Como se beneficiar da associagao
entre as possiveis predicoes?

e As instancias de entrada podem ter diferentes niveis de dificuldade. Como controlar
a relacao entre precisao e revocagao, para por exemplo, garantir altissimos niveis de
precisao?

e A memoria de uma rede neural é dada em termos da conformacao de seus parametros,
que vao sendo atualizados iterativamente durante o treinamento. A atualizagao dos
parametros ocorre sempre de maneira local, ou seja, os parametros sao alterados
ao processar cada instancia de entrada no treinamento. Como utilizar informacao
global dos dados, e nao apenas informacao local, de forma a obter melhores modelos?

Neste projeto vamos propor novos algoritmos a arquiteturas para Aprendizado Pro-
fundo que produzam modelos para solucionar tarefas nas quais os desafios mencionados
acima estejam presentes. Notoriamente, sao tarefas de solucao intuitiva, frequentemente
relacionadas ao Processamento de Linguagem Natural e a Visao Computacional. Especi-
ficamente, vamos propor algoritmos e arquiteturas para Aprendizado Profundo que serao
avaliados nas seguintes tarefas:

e Busca por imagens em espagos semanticos.

e Reconhecimento de emocoes pela analise da fala.

e Sistemas de pergunta-resposta.

e Anadlise semantica.

e Traducgao automatica.

e Diagnéstico precoce de Alzheimer pela andlise de imagens de cérebros.

e Avaliacao automaética de redagoes.

e Geracao de modelos de linguagem contextuais.

e Representagao da evolucao de pacientes em unidades de terapia intesiva.

e Predicao de conexoes através da representacao de grafos.

Os algoritmos a serem propostos farao uso de novas arquiteturas, mais dinamicas, que
oferecam maiores possibilidades, e que produzam redes profundas mais rapidas e efica-
zes. O proponente pretende que a conducao da pesquisa seja amparada pelo projeto e
construcao de pacotes de software que sirvam como bancada de teste para experimentos,
obtendo resultados aferiveis através de publicacoes e formagao de recursos humanos alta-
mente qualifiados nos niveis de iniciacao cientifica, mestrado e doutorado. Posteriormente,
alguns desses resultados poderao ser repassados para a industria. Sao identificaveis nesta
proposta quatro topicos de pesquisa, a saber:



e Arquiteturas dinamicas.
e Arquiteturas incrementais.

e Arquiteturas cientes de risco.

As secoes a seguir apresentam nossa visao e nossas abordagens sobre os topicos listados
acima. Em cada se¢ao, apresentam-se a motivagao, trabalho pregresso, metodologia, e
objetivos especificos.

2 Algoritmos e Arquiteturas

Este projeto de pesquisa versa sobre a elaboracao, desenvolvimento e avaliagao de novos
algoritmos de Aprendizado Profundo baseados em arquiteturas dinamicas, incrementais,
e cientes de risco. A escolha por desenvolver algoritmos de Aprendizado Profundo ba-
seados em arquiteturas com tais caracteristicas aconteceu em virtude de alguns fatores.
O primeiro deles é a tendéncia em se produzir dados cada vez mais dinamicos, ao passo
em que a maioria das arquiteturas existentes atuam em dados estacionarios ou estaticos.
O segundo fator é o desafio em se produzir modelos através da utilizacao nao apenas de
informacgoes locais, mas também informacoes globais. O terceiro fator é a necessidade
crescente de controle sobre a precisao atingida em operagoes criticas, ou seja, o modelo
precisa ser ciente de risco ao realizar predi¢oes. Por tltimo, destacamos a tendéncia cres-
cente em produzir arquiteturas cada vez mais complexas, sem a preocupacgao em efeitos
indesejados como o aumento do tempo de treinamento ou até mesmo tempo de resposta.

2.1 Arquiteturas Dinadmicas

Muitas tarefas de nosso interesse devem realizar predicoes estruturadas. Isso significa
que a saida da rede neural serd dada em termos de um arranjo ou uma sequéncia de
rotulos. Nesse caso, é de grande importancia a observagao da associacao existente entre
os rétulos. Tome como exemplo o reconhecimento de pegas de roupas em imagens postadas
em blogs relacionados a moda. Um desafo comum nessa tarefa é que as pecas de roupa sao
frequetemente sujeitas a deformagcao e oclusao [63], diferentes condigoes de iluminagao [48].
Por esses motivos, uma rede neural treinada para essa tarefa pode se confundir ao predizer
as pecas de roupa mostradas na imagem. Felizmente, ha claras associacoes entre as pecas
de roupas — a ocorréncia certos conjuntos de pecas sao mais comuns que a ocorréncia de
outros. A mesma ideia pode ser generalizada para outras tarefas e cendrios e aplicagao.
A Figura 2 esboca a arquitetura dinamica proposta: os parametros da rede neural sao
atualizados levando em conta informagao local (i.e., a entrada) bem como informacao
global (i.e., associagao entre os rétulos).

Trabalho Pregresso. Predicoes estruturadas sao relacionadas a classificacao multi-
rétulo, que estudamos anteriormente em [60, 62]. Especificamente, em [60] propomos
abordagens para classificacao associativa multi-rétulo. Nesse caso, o modelo consiste
em padrdes chamado regras de associagao [36, 67]. Aqui, também propomos utilizar
regras de associagao para modelar a informacgao global no dado de treinamento. Tal
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Figura 2: Arquitetura dinamica. No exemplo, a entrada é uma informacao local. As asso-
ciagoes entre os rotulos sao informacoes globais. As associacoes entre os rétulos preditos
sao concatenadas aos rétulos, e o processo repete-se iterativamente com a atualizacao dos
parametros da rede neural.

informacao consiste nas associacoes entre rotulos e conjunto de rétulos. No entanto,
a grande diferenca para [60, 62], é que a arquitetura dinamica aprenderd a ponderar a
importancia das associagoes entre rétulos seguindo o processo de minimizagao da funcao de
perda, podendo assim alterar inclusive parametros em niveis mais baixos da arquitetura.

Outros trabalhos que propuseram a exploragao da relagdo entre rétulos incluem [40,
65]. Em [40], os autores capturaram dependéncias entre rétulos de forma a alcangar
predigbes mais precisas. Em [65] os autores também exploraram a ideia de quantificar de-
pendéncias e associagoes entre rétulos de forma a realizar predigoes mais precisas. Ambos
os trabalhos, no entanto, empregam um modelo separado que quantifica as dependéncias.
O que estamos propondo ¢é a construcao de um modelo tinico, no qual a descida de gra-
diente é empregada de forma a lidar diretamente com informacao local e global.

Metodologia. Para o desenvolvimento de nossa arquitetura dinamica utilizaremos o
pacote Pytorch 2.7, disponivel em http://pytorch.org. O Pytorch oferece suporte para
reuso de estruturas e otimizacao em GPUs. Para avaliar nossa arquitetura dinamica
vamos utilizar dados provenientes de diferentes tarefas nas quais ha algum tipo de relagao
entre os rétulos. Tarefas alvo de nossa avaliagao incluem:

e Anadlise semantica: essa tarefa visa mapear um texto em linguagem natural em uma
expressao logica, que possa por sua vez ser executada diretamente pelo computa-
dor. Tipicamente esse processo € ilustrado por uma pergunta ou comando feitos
em linguagem natural, e o resultado é uma consulta SQL que pode ser facilmente
executada. Os rétulos sao os tokens que compoem a expressao logica, e portanto ha
relacao de co-ocorréncia ou associacoes entre os rétulos. A base de dados referente a
essa tarefa que usaremos foi obtida em parceria com um grande banco Brasileiro, e
consiste em um conjunto de amostras obtidas de seu agente conversacional, contendo
as perguntas feitas por seus clientes acompanhadas da consulta SQL correspondente
que foi realizada pelo operador.

e Traducao automatica: essa tarefa visa mapear um texto em linguagem natural
escrito em uma certa lingua, para um texto com mesmo significado escrito em outra



lingua. Nesse caso, os rétulos sao palavras que compoem a traducao, e portanto ha
relacao de co-ocorréncia entre os rotulos. A base de dados referente a essa tarefa
¢ obtida dos corpora paralelos das Nagoes Unidas, que contém tradugoes nas seis
linguas oficial das Nagoes Unidas: inglés, francés, chinés (mandarim), espanhol,
arabe e russo.
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Figura 3: Matriz de associacao entre rétulos. A ocorréncia de 6culos-escuros é uma boa
evidéncia da ocorréncia de bolsa. A ocorréncia de sapato inviabiliza a ocorréncia de botas.

e Busca por imagens em espacos semanticos: essa tarefa visa representar imagens com
base em seus contituintes. No contexto de moda, por exemplo, uma imagem pode
ser representada por um vetor de pegas de roupa, ou seja, a imagem é representada
pelas pecas de roupa que a compoem. Intuitivamente, certos conjuntos de pecas de
roupa sao mais provaveis que outros. De outra forma, alguns conjuntos de pecas
de roupa sao muito improvaveis. A Figura 3 ilustra essa intuicao ao mostrar as
associacoes entre as diferentes pecas de roupa que podem ser reconhecidas em uma
imagem. A base de dados referente a essa tarefa foi coletada a partir de um conjunto
de blogs de moda, agrupado em www.chictopia.com, e consiste em cerca de 80.000
imagens, todas rotuladas com as pecas de roupa que compoem cada imagem.

A avaliacao sempre se darda com base na realizacao de experimentos controlados, com
resultados comparados ao estado-da-arte, de acordo com medidas de eficacia apropriadas.

Objetivos Especificos. Os principais objetivos sao:

e Aprimorar, estender e propor novos algoritmos de Aprendizado Profundo baseados
em arquiteturas dinamicas. Alunos de mestrado e doutorado estarao envolvidos

nesta etapa.
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Figura 4: Arquitetura incremental. No exemplo, dados de treinamento chegam continua-
mente, e ficam disponiveis em diferentes momentos no tempo. O novo modelo ¢é atualizado
com os novos dados e através da transferéncia dos parametros antigos.

e Elaborar novas solugoes baseadas em nossos algoritmos para as tarefas de analise
semantica, traducao automatica e busca por imagens em espacos semanticos. Alunos
de mestrado e doutorado estarao envolvidos nesta etapa.

e Avaliar os algoritmos propostos, discutir e divulgar os resultados alcancados. Con-
tamos com a participacao de alunos de iniciacao cientifica nesta etapa.

2.2 Arquiteturas Incrementais

Muitas tarefas de nosso interesse operaram com dados dinamicos. Isso significa que novos
dados devem ser continuamente incluidos na base de treinamento. Contudo, a inclusao
de novos dados na base de treinamento pode invalidar o modelo produzido. A abordagem
ingénua consiste em re-treinar a rede neural, de forma que o modelo produzido esteja em
consonancia com o treinamento novamente. Tal abordagem, embora simples, é inviavel na
pratica, tendo em vista o alto custo computacional de produzir redes profundas. Propomos
duas alternativas:

e Propomos atualizar o modelo utilizando técnicas de transferéncia de aprendizado [45],
na qual o novo modelo é produzido a partir do novo treinamento e dos parametros
antigos. Essa abordagem elimina a necessidade de acessar treinamentos antigos, evi-
tando o aumento tanto de tempo de treinamento e no consumode memoéria. Dessa
forma, nossa arquitetura incremental pode ser efetiva para aprendizado continuo
em dados nao-estacionarios. A Figura 4 esboca a arquitetura incremental proposta:
os parametros da rede neural sao atualizados levando em conta os novos dados de
treinamento bem como os parametros antigos. A transferéncia de aprendizado é re-
alizada de maneira continua: o novo modelo é pré-treinado a partir do treinamento
antigo (a inicializagdo do novo modelo é dada pelos parametros obtidos durante o
ultimo treinamento), e entao os parametros sao ajustados finamente com os novos
dados de treinamento. Como a tarefa continua a mesma, nao ha risco de esqueci-
mento catastréfico [47] durante o processo de atualizagdo do modelo.



e Propomos atualizar o modelo utilizando técnicas de combinagao de modelos [52],
na qual o novo modelo é produzido a partir de modelos independentes obtidos a
partir de treinamentos diferentes. Essa abordagem também elimina a necessidade
de acessar treinamentos antigos, evitando o aumento tanto de tempo de treinamento
e no consumode memoria. Dessa forma, nossa arquitetura incremental pode ser
efetiva para aprendizado continuo em dados nao-estacionarios. A Figura 5 esboga a
arquitetura incremental proposta: o novo modelo é produzido pela combinacao de
dois modelos independentes.
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Figura 5: Arquitetura incremental. No exemplo, dados de treinamento chegam continua-
mente, e ficam disponiveis em diferentes momentos no tempo. O novo modelo ¢é atualizado
com os novos dados e através da combinacao de modelos antigos.

Trabalho Pregresso. Nossas arquiteturas incrementais sao relacionadas a trabalhos em
transferéncia de aprendizado [66] e combinagao de modelos preditivos [68]. Outros tipos
de estratégias incrementais de atualizagdo de modelos foram propostas em [51, 59, 61], e
estratégias de atualizacao que levam em conta mudancas na distribuicao dos dados foram
propostas [43, 55, 56, 58]. A abordagem baseada em transferéncia de aprendizado que
propomos segue a mesma linha da abordagem que propomos recentemente em [49]. Nesse
caso, o processo de atualizacao do novo modelo é baseado em descida de gradiente, porém
os parametros sao simplesmente inicializados com os parametros do modelo antigo.

Metodologia. Para o desenvolvimento de nossas arquiteturas incrementais também
utilizaremos o pacote Pytorch 2.7. Para avaliar nossas arquiteturas incrementais vamos
utilizar dados provenientes de diferentes tarefas nas quais dados de treinamento sao ad-
quiridos continuamente. Tarefas alvo de nossa avaliacao incluem:



e Reconhecimento de emocoes pela andlise da fala: essa tarefa visa identificar dife-
rentes emocoes a partir de caracteristicas na fala, como entonacao, rapidez, forca e
energia. Nesse caso, consideramos emocoes e fala como dados dinamico, tanto do
ponto de vista de chegada continua de dados, quanto do ponto de vista de mudanca
de emocao com o tempo. Utilizaremos dados disponiveis para pesquisa, tais como:

— AFEW [44]: esse conjunto de dados é composto por segmentos de 37 filmes em
Inglés. Os filmes foram escolhidos de forma que o conjunto de dados contenha
cenarios acusticamente realisticos e com diversidade em termos de idade e
género dos participantes.

— Emo-DB [38]: esse conjunto de dados é composto por falas de atores com
emocoes pré-estabelecidas em um roteiro. O conjunto de dados contém dife-
rentes sentencas expressas por dez atores diferentes.

— EMOVO [41]: esse conjunto de dados é composto por sentengas gravadas da
fala de seis atores diferentes. Cada um deles leu 14 sentencas em Italiano.

— eNTERFACE [50]: esse conjunto de dados é composto por gravagoes de pessoas
de 14 nacionalidades diferentes, porém todas falando em Inglés.

— IEMOCAP [39]: esse conjunto de dados é composto por falas em Inglés, im-
provisadas por atores.

e Representacao da evolucao de pacientes em unidades de terapia intensiva: essa tarefa
visa antecipar situagoes de pacientes internados em unidades de terapia intensiva.
Para tanto representamos a trajetoria desses pacientes utilizando sinais vitais co-
letados a cada hora e prevendo o desfecho associado ao paciente. A rede neural
aprende uma representacao para a siatuacao do paciente, e com isso podemos se-
parar regioes de risco de morte, bem como regioes de sobrevivéncia, como mostra a
Figura 6. Novos pacientes sao continuamente internados, e adicionados ao conjunto
de treinamento. Inicialmente utilizaremos dados obtidos do desafio Physionet, dis-
ponivel em https://physionet.org/challenge/2012, contendo informagcao sobre
4.000 internacoes. Adicionalmente, estamos em processo de parceria com o hospital
Sirio-Libanés, de forma a possibilitar o uso de dados mais completos.

A avaliacao sempre se dara com base na realizacao de experimentos controlados, com
resultados comparados ao estado-da-arte, de acordo com medidas de eficacia apropriadas.

Objetivos Especificos. Os principais objetivos sao:

e Aprimorar, estender e propor novos algoritmos de Aprendizado Profundo baseados
em arquiteturas incrementais. Alunos de mestrado e doutorado estarao envolvidos
nesta etapa.

e Elaborar novas solucoes baseadas em nossos algoritmos para as tarefas de reconheci-
mento de emocoes pela andlise da fala e representacao de pacientes em unidades de
terapia intensiva. Alunos de mestrado e doutorado estarao envolvidos nesta etapa.

e Avaliar os algoritmos propostos, discutir e divulgar os resultados alcancados. Con-
tamos com a participagao de alunos de iniciacao cientifica nesta etapa.
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Figura 6: Trajetéria de pacientes intensivos (esquerda-direita). PO veio a 6bito. P1 é um
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Figura 7: Arquitetura ciente de risco. No exemplo, dados de treinamento produzem
diferentes modelos. Os modelos sao combinados de forma a retornar a certeza 6 de uma
predicao conjunta. Caso o valor de 6 seja suficientemente alto, a predigao ¢é realizada.
Caso contrario, o modelo abstém-se da predicao.

2.3 Arquiteturas Cientes de Risco

Para muitas tarefas de nosso interesse é importante que a arquitetura forneca controle
sobre a precisao das predicoes realizadas. Ou seja, dada uma entrada especifica, o mo-
delo treinado deve ser capaz de abster, ou entao retornar uma predicao garantidamente
correta. A arquitetura proposta é baseada na predicao conjunta de diferentes modelos.
A predicao conjunta é associada a uma certeza 6 que adicona o controle de abstengao
ou predicao. Sendo assim, a escolha do valor aceitavel para 6 define uma relagao entre
precisao e revocacao. A Figura 7 esboca a arquitetura ciente de risco proposta: redes
neurais treinadas de maneira dependente ou independente, ou seja, os parametros das
redes neurais sao atualizados baseados no respectivo erro de cada rede neural, ou no erro
conjunto. Finalmente, suas predicoes sao combinadas de forma a produzir a certeza da
predicao conjunta.

Trabalho Pregresso. Nossa arquitetura ciente de risco é relacionada a trabalhos que
realizamos anteriormente [37, 42, 53, 54, 57]. A principal diferenga é que a arquitetura
sendo proposta é baseada na combinacao de diferentes modelos, enquanto nossos mode-
los anteriores foram baseados na quantificacao direta da dificuldade da entrada. Uma
abordagem mais préxima da que estamos propondo é [46], na qual a predi¢ao sé é reali-
zada caso haja certeza sobre sua corretude. Para tanto, os autores aplicam o conceito de
unanimidade entre os diferentes modelos.



Metodologia. Para o desenvolvimento de nossa arquitetura ciente de risco também
utilizaremos o pacote Pytorch 2.7. Para avaliar nossa arquitetura vamos utilizar dados
provenientes de diferentes tarefas nas quais deve-se ter controle sobre a precisao das
predicoes. Tarefas alvo de nossa avaliagao incluem:

e Sistemas de pergunta-resposta: essa tarefa visa entender uma pergunta fornecida
em texto-livre, e encontrar a resposta correta em uma base de respostas, tipica-
mente a Wikipedia ou outra base de conhecimento. Perguntas podem ter diferen-
tes niveis de dificuldade. Por exemplo, perguntas como “Quais 0s restaurantes
mineiros na Pampulha?” sao facilmente respondidas por maquinas. De outra
forma, hd perguntas bem mais complexas, como “Quantos analgésicos deve to-
mar?” Na duvida o sistema de pergunta-resposta pode requerer uma parafrase,
ou simplesmente se abster de responder a pergunta. Ha diversos conjuntos de da-
dos para a avaliagao de sistemas pergunta-resposta. Utilizaremos dados disponiveis
em https://rajpurkar.github.io/SQuAD-explorer, que correspondem a mais de
100.000 perguntas e respostas em Inglés.

e Avaliacao automatica de redacoes: essa tarefa visa fornecer notas para redagoes
sobre temas pré-definidos e geralmente polémicos. Idealmente, a nota fornecida
pelo sistema de avaliacao deve ser confiavel, sendo assim o sistema deve ser ciente
de risco ao escolher avaliar apenas redacoes para as quais a nota seja confidvel.
Para essa tarefa obtemos cerca de 3.000 redagoes do ENEM (O Exame Nacional do
Ensino Médio) e suas corregoes comentadas, juntamente com as notas obtidas.

e Diagnoéstico precoce de Alzheimer pela andlise de imagens de cérebros: essa ta-
refa visa identificar padroes relacionados a doenca de Alzheimer a partir da anélise
de imagens de cérebros. Aparelhos de ressonancia modernos resultam em imagens
altamente nitidas do cérebro, com milhares de tons de cinza. Grande espectro des-
sas imagens nao sao visiveis ao olho humano, mas continuam sendo processaveis
pela maquina. Por consequéncia, acreditamos na possibilidade de existirem padroes
ainda desconhecidos, e a analise desses padroes podem levar ao diagnodstico pre-
coce da doenga. Como o diagndstico deve ser confidvel, consideramos essa tarefa
como alvo de nossa arquitetura para Aprendizado Profundo ciente de risco. Recen-
temente tornamo-nos colaboradores de um grande consércio de pesquisa chamado
Alzheimer’s Disease Neuroimaging Initiative (ADNI) [64], com o objetivo de desen-
volver técnicas de Aprendizado Profundo para a andlise de imagens de cérebros.
O consércio oferece acesso ao resultado de um estudo longitudinal com mais de
1.000 exames, o que corresponde a mais de 3.000 imagens de cérebros saudaveis, em
processo de degeneragao, ou doentes.

A avaliacao sempre se dara com base na realizacao de experimentos controlados, com
resultados comparados ao estado-da-arte, de acordo com medidas de eficicia apropriadas.
Objetivos Especificos. Os principais objetivos sao:

e Aprimorar, estender e propor novos algoritmos de Aprendizado Profundo baseados
em arquiteturas cientes de risco. Alunos de mestrado e doutorado estarao envolvidos
neste etapa.



e Elaborar novas solugoes baseadas em nossos algoritmos para as tarefas de anélise
semantica, sistemas de pergunta-resposta, avaliacao automatica de redacoes, e di-
agnoéstico precoce de Alzheimer pela andlise de imagens de cérebros. Alunos de
mestrado e doutorado estarao envolvidos nesta etapa.

e Avaliar os algoritmos propostos, discutir e divulgar os resultados alcancados. Con-
tamos com a participacao de alunos de iniciacao cientifica nesta etapa.

3 Resultados

Ao fim deste projeto (36 meses) espera-se obter os seguintes resultados:

e Projetar, implementar e validar novos algoritmos para Aprendizado Profundo base-
ados em arquiteturas dinamicas, incrementais, e cientes de risco.

e Avaliar a efetividade pratica dos algoritmos desenvolvidos em aplicagoes relevantes
e desafiadoras.

e Formar 3 doutores, 8 mestres e 8 alunos de iniciagao cientifica.

e Publicar 6 artigos em periédicos, 10 artigos em conferéncias internacionais e 6 artigos
em conferéncias nacionais.

e Publicar e transferir a tecnologia produzida durante o projeto para fins de pesquisa
e desenvolvimento tecnolégico.

4 Recursos

Nesta secao discutimos a demanda e disponibilidade de recursos necessarios para a execucao
do projeto proposto.

4.1 Bolsa de Produtividade

Este projeto tem por objetivo principal a renovacao da bolsa de produtividade em pesquisa
do proponente, a qual é um pilar fundamental para a execucao do projeto.

4.2 Recursos de Pessoal

Os demais recursos de pessoal para a realizagao do projeto estao disponiveis. Os alunos
que trabalham nas linhas de pesquisa ja estao cursando doutorado, mestrado ou atu-
ando como bolsistas de iniciacao cientifica. Acreditamos que eventuais substituicoes nao
afetarao significativamente o trabalho.



4.3 Recursos de Equipamento

Em termos de equipamentos, acreditamos que estejamos em condigoes de suprir as deman-
das de desenvolvimento e avaliagao inerentes ao projeto. A infra-estrutura do laboratério
SPEED foi recentemente renovada e estendida com recursos de projetos do CNPq e Fape-
mig. Mais ainda, o proponente coordena o laboratério LIA (Laboratério de Inteligéncia
Artificial), sediado no DCC-UFMG.
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