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Julho/2010



1. INTRODUÇÃO

Diversas aplicações precisam apresentar resultados na forma de listas ordenadas. Este é
o caso de várias aplicações ligadas a tarefas de Recuperação de Informação, nas quais
os documentos precisam ser retornados ao usuário de forma ordenada (i.e., máquinas de
busca, como oGoogleapresentam os documentos mais relevantes antes daqueles menos
relevantes aos desejos do usuário).

A relevância de um documento, porém, não é um atributo que possa ser bem de-
finido − documentos altamente relevantes para um usuário podem não ser tão relevantes
para outros usuários. Analisando propriedades associadas a documentos que geralmente
são considerados relevantes pela maioria dos usuários, econfrontando-as com as proprie-
dades observadas em documentos considerados pouco relevantes pelos mesmos, constata-
se que algumas dessas propriedades poderiam ser utilizadaspara discriminar ou diferen-
ciar documentos relevantes de documentos irrelevantes. Dentre tais propriedades pode-se
destacarPageRank[4], HITS [9], BM25 [12], TF-IDF [13], entre várias outras [3]. O
próximo passo foi utilizar tais propriedades para estimarda relevância de documentos em
geral, e de posse dessas estimativas, os documentos poderiam finalmente ser ordenados
pelos respectivos graus de relevância. Evidentemente, devido à impossibilidade de uma
definição formal para a relevância de documentos, erros de estimativa são esperados.

Com o objetivo de atingir taxas de efetividade cada vez maiores, tem-se obser-
vado uma tendência crescente em métodos de ordenação dedocumentos que combinam
diferentes propriedades, ao invés de métodos de ordenação que utilizam propriedades de
forma isolada. Mais especificamente, tais métodos produzem uma função de ordenação,
que recebe um documento como entrada e retorna uma estimativa para sua relevância.
Contudo, é inviável criar tal função de ordenação de forma manual, pois não se sabe
de antemão os pesos a serem associados a cada uma das propriedades. Dessa forma,
existe um interesse crescente em “treinar” as máquinas de busca usando-se aprendizado
de máquina, de forma que elas possam combinar automaticamente as propriedades dos
documentos, e produzir funções de ordenação cada vez mais precisas [14]. O estado-da-
arte em termos de máquina de busca vem utilizando cada vez mais frequentemente essa
estratégia, chamada deOrdenaç̃ao de Documentos baseada em Aprendizado de Máquina.

Devido ao enorme interesse na área, a ordenação de documentos emergiu como
uma nova classe de problemas de aprendizado de máquina [10]. No entanto, o problema
de ordenação possui particularidades que o tornam bem distinto dos problemas clássicos,
tipicamente enquadrados como problemas de classificaçãoou de regressão. Uma dessas
particularidades é a noção intrı́nsica de contexto, queé naturalmente decorrente da con-
sulta especificada pelo usuário. Mais especificamente, a relevância de um documento
depende não apenas de suas caracterı́sticas e propriedades, mas também da consulta
que foi realizada (i.e., o mesmo documento pode ter graus de relevância diferentes para
duas consultas diferentes). Como consequência, os algoritmos de ordenação baseados
em aprendizado de máquina devem levar em conta informação sobre a consulta [15], de
forma a produzir funções de ordenação mais precisas [16, 19]. Outra nuance do pro-
blema de ordenação de documentos, é a vasta gama de tipos diferentes de documentos:
texto, imagens, vı́deos etc. Documentos de tipos diferentes geralmente estão associados a
domı́nios e aplicações diferentes, e consequentemente,as propriedades usadas para esti-
mar a relevância dos documentos são diferentes também (i.e., apropriedade “TF-IDF” não



se aplica a uma imagem [6], enquanto a propriedade “Palavra Visual” não se aplica a um
documento textual). Por fim, outra particularidade do problema de ordenação de docu-
mentos é a maior dificuldade em se combinar resultados obtidos por diferentes funções de
ordenação. Mais especificamente, enquanto em problemas tı́picos de classificação a saı́da
de uma função é a classe do documento (e as classes previstas podem ser combinadas de
forma eficaz, por exemplo, com uma simples votação majoritária [8]), no problema de
ordenação a saı́da é uma ordenação parcial dos documentos, o que impõe a necessidade
por novos métodos de combinação [17].

Além disso, frequentemente as tarefas associadas à uma m´aquina de busca preci-
sam ser executadas de forma rápida e interativa. Sendo assim, os algoritmos de aprendi-
zado de máquina devem ser computacionalmente eficientes e capazes de prover tempos
de execução aceitáveis. Na prática (i.e., fora do ambiente de laboratório), diversos al-
goritmos de aprendizado de máquina, como vários baseadosem SVMs [20] e em redes
neuronais [5], têm dificuldade em antender tais requisitoscomputacionais. Recentemente
introduzimos um algoritmo de aprendizado de máquina comprovadamente eficiente, ba-
seado em regras de associação [18], e instanciamos tal algoritmo para produzir funções
de ordenação em [15]. Nosso algoritmo mapeia propriedades do documento a graus de
relevância por meio de regras, e combina essas regras [1] deforma a produzir funções de
mapeamento altamente precisas.

Na direção de avançar o estado-da-arte, este projeto temcomo principal objetivo
prover algoritmos mais eficazes, que sejam capazes de:

• processar o contexto dos documentos de forma a melhor diferenciá-los depen-
dendo da consulta realizada.

• agregar diferentes funções de ordenação de forma a prover uma função mais pre-
cisa.

Além disso, os algoritmos a serem desenvolvidos deverão ser capazes de ordenar
diferentes tipos de objetos, sejam eles documentos Web [15], imagens [6] outags [11]
(em certas aplicaçõestags são vistas como sendolinks para documentos e por isso a
ordenação detags é uma ordenação indireta de documentos). Os algoritmos aserem
desenvolvidos serão baseados em regras de associação, de forma a manter a praticidade
de uso e eficiência computacional.

2. Objetivos e Metas

O objetivo geral deste projeto é desenvolver novos algoritmos de ordenação de docu-
mentos baseados em aprendizado de máquina. Para isso, listamos os seguintes objetivos
especı́ficos:

• explorar informação implı́cita na consulta do usuário,de forma a produzir funções
de ordenação mais precisas, capazes de detectar e diferenciar o contexto no qual
o documento está inserido.

• avaliar a efetividade os algoritmos desenvolvidos em cenários de aplicação dife-
rentes, e mediante diferentes tipos de documentos.

• combinar resultados fornecidos por diferentes funções de ordenação, de forma a
se obter uma função hı́brida ou agregada, que ofereça umaprecisão superior.



3. Descriç̃ao

A seguir definimos o problema de interesse neste projeto: ordenação de documentos ba-
seada em aprendizado de máquina. Em seguida discutiremos nossa abordagem para o
problema.

A ordenação de documentos baseada em aprendizado de máquina é definida da
seguinte forma: temos como entrada o conjunto de treino (queserá referido porD), que
consiste de um conjunto de registros da forma< q,d,r >, ondeq é a consulta (represen-
tada como uma lista de termos{t1,t2,. . .,tn}, d é um documento (representado por uma
lista de propriedades{f1,f2,. . .,fm} (i.e., valores de PageRank, BM25, TF-IDF e muitos
outros atributos), er é a relevância do documentod para a consultaq. A relevância do
documento pode assumir valores discretos (muito relevante, relevante, pouco relevante
etc.). O conjunto de treino é usado para construir uma função que relaciona propriedades
do documento ao seu respectivo valor de relevância. O conjunto de teste (que será refe-
rido porT ) consiste de registros na forma< q,d,? > para os quais apenas a consulta e o
documento a ser retornado são conhecidos, mas o valor de relevância ded aq é desconhe-
cido. A função aprendida utilizando-se o conjunto de treino é usada para produzir uma
estimativa das relevâncias desses documentos a suas respectivas consultas, de forma que
tais documentos possam ser ordenados de acordo com a estimativa fornecida.

3.1. Produzindo Funç̃oes de Ordenaç̃ao com Regras de Associação

Existem incontáveis formas de se modelar um algoritmo de ordenação de documentos ba-
seado em aprendizado de máquina. Os algoritmos existentesgeralmente utilizam concei-
tos derivados de técnicas como redes neuronais artificiais[5], programação genética [2], e
máquinas de suporte [20]. Recentemente elaboramos uma outra abordagem que consiste
em explorar diretamente as associações que existem entreas propriedades do documento
e sua relevância. Essas associações estão geralmente implı́citas nos exemplos fornecidos
no conjunto de treino, mas quando descobertas, elas podem revelar aspectos importan-
tes sobre o fenômeno por trás dos exemplos. Tais aspectos pode ser explorados para a
produção de funções de ordenação de documentos. Estaabordagem deu origem aos cha-
madosalgoritmos de ordenaç̃ao associativos[15].

Os algoritmos de ordenação associativos exploram a relac¸ão entre propriedades
do documento e sua relevância. Tal relação é representada por regras de associação [1] da
formaX −→ ri, onde cada regra indica uma associação entre o conjunto depropriedades
X={fj ∧ . . . ∧ fl}, e o grau de relevânciari. Denotaremos porR o conjunto de regras
extraı́das do conjunto de treinoD. Essas regras podem misturar propriedades diferentes
no antecedente, mas sempre contêm um grau de relevância noconsequente.

Uma medida estatı́stica, chamada de confiança e denotada por θ(X −→ ri), quanti-
fica a força da associação entreX eri, e é usada para estimar a relevância dos documentos
no conjunto de teste.

O desafio principal que limita a utilização de tais algoritmos é a complexidade da
tarefa de extração das regras (a complexidade pode crescer exponencialmente com a quan-
tidade de propriedades). Recentemente introduzimos o conceito deextraç̃ao de regras sob
demanda, e demonstramos que esse tipo de extração tem complexidade polinomial [11].



Extração de Regras sob Demanda:O espaço de busca por regras é imenso, e dessa
forma, restrições de custo devem ser impostas durante o processo de extração de regras.
Geralmente, um limiar de frequência, denotado porσmin, é usado com o objetivo de filtrar
regras que contenham propriedades que apareçam em poucos documentos no conjunto de
treino. Essa abordagem, embora seja simples, tem alguns problemas. Se o valor deσmin

é muito baixo, um número grande de regras serão extraı́das deD, e na prática a maior
parte dessas regras são inúteis por não trazerem informação que possa ser usada para
estimar a relevância do documentod (i.e., um regraX −→ ri só é considerada útil para
um documentod ∈ T caso o conjunto de propriedadesX ⊆ d, caso contrário informação
contida na regra não tem sentido para o documentod). De outra forma, se o valor deσmin

é muito alto, algumas regras importantes não serão extr´ıdas deD, e não serão incluı́das
emR. Isso causará problemas caso documentos emT sejam compostos por propriedades
que raramente apareçam nos documentos emD. Não existe um valor ótimo paraσmin,
ou seja, não existe um valor único capaz de assegurar que somente regras úteis sejam
extraı́das deD, e também que garanta que regras importantes não sejam extraı́das.

A extração sob demanda soluciona os problemas mencionados acima. O pro-
cesso de extração é postergado até que um registro< q, d, ? > no conjunto de teste seja
informado. Esse documento,d, é usado como um filtro que remove propriedades sem
informação pertinente ao documentod, produzindo uma projeção do conjunto de treino
para cada documentod ∈ T (denotado porDd), que é obtida através da remoção de toda
a informação não pertinente ao documentod. Então, um conjunto de regras, denotado por
Rd é extraı́do deDd, e é finalmente usado para estimar a relevância do documento d ∈ T .

3.2. Funç̃oes Globais

Para que se possa estimar a relevância de um documentod ∈ T , é preciso combinar todas
a regras emRd. Nossa abordagem interpretaRd como um conjunto de votos, onde cada

regra{X
θ
−→ ri} ∈ Rd é um voto dado porX para a relevânciari. Votos possuem pesos

diferentes, dependendo da confiança de cada regra. Os votossão somados e normalizados,
formando finalmente a pontuação associada a cada grau de relevânciari para o documento
d, como mostrado na Equação 1 (ondeθ(X → ri) é o valor da confiança para a regra
{X −→ ri}):

s(d, ri) =

∑

θ(X −→ ri)

| Rd |
, ondeX ⊆ d (1)

Consequentemente, para cada documentod, a pontuação associada com a re-
levânciari é dada pela confiança média das regras emRd que predizemri. A chance
ded ter relevânciari é obtida pela normalização das pontuações, expressada porp̂(ri|d)
e mostrada na Equação 2:

p̂(ri|d) =
s(d, ri)

k
∑

j=0

s(d, rj)

(2)

Finalmente, a relevância do documentod é estimada por uma combinação linear



das chances associadas a cada grau de relevância, resultando na função de ordenação
rank(d), mostrada na Equação 3:

rank(d) =
k

∑

i=0

(

ri × p̂(ri|d)
)

(3)

O valor derank(d) é uma estimativa da relevância do documentod ∈ T usando
p̂(ri|d). Essas estimativas são usadas para produzir listas ordenadas de documentos.

Exemplo: A Tabela 1 mostra um exemplo ondeD contém três consultas. Para cada
consulta três documentos são retornados, e cada documento é representado por três pro-
priedades− PageRank, BM25 andtf (cada propriedade assume valores dentro dos in-
tervalos mostrados, e os intervalos são calculados usandoo algoritmo de discretização
descrito em [7]). Suponha que queiramos estimar a relevância do documentod10. Nesse
caso, o conjunto de treino original é projetado utilizandocomo filtro o documentod10, o
que resulta na projeçãoDd10

, que é mostrada na Tabela 2.

Documentos Retornados
Consulta id PageRank BM25 tf Relevância

d1 [0.85-0.92] [0.36-0.55] [0.23-0.27] 1
q1 d2 [0.74-0.84] [0.36-0.55] [0.23-0.27] 1

d3 [0.74-0.84] [0.56-0.70] [0.46-0.61] 0
d4 [0.93-1.00] [0.36-0.55] [0.46-0.61] 0

D q2 d5 [0.85-0.92] [0.56-0.70] [0.62-0.76] 1
d6 [0.74-0.84] [0.36-0.55] [0.28-0.45] 0
d7 [0.74-0.84] [0.22-0.35] [0.12-0.22] 0

q3 d8 [0.65-0.73] [0.56-0.70] [0.46-0.61] 0
d9 [0.85-0.92] [0.71-0.80] [0.46-0.61] 1

d10 [0.51-0.64] [0.36-0.55] [0.28-0.45] 0
T q4 d11 [0.85-0.92] [0.00-0.21] [0.46-0.61] 1

d12 [0.74-0.84] [0.56-0.70] [0.46-0.61] 0

Tabela 1. Conjuntos de treino e de teste.

id PageRank BM25 tf Relevância

d1 − [0.36-0.55] − 1
Dd10

d2 − [0.36-0.55] − 1
d4 − [0.36-0.55] − 0
d6 − [0.36-0.55] [0.28-0.45] 0

Tabela 2. Projeç ão para o documento d10.

A quatro regras a seguir são estraı́das deDd10
:

1. tf=[0.28-0.45]−→ r=0 (θ = 1.00)
2. BM25=[0.36-0.55]−→ r=0 (θ = 0.50)
3. BM25=[0.36-0.55]−→ r=1 (θ = 0.50)



4. BM25=[0.36-0.55]∧ tf=[0.28-0.45]−→ r=0 (θ = 1.00)

As previsões realizadas por essas regras são combinadas de acordo com as Equações 1
e 2, de forma a produzir̂p(ri|d10). Finalmente, de acordo com a Equação 3,rank(d10)=0.37.
Segunindo o mesmo processo, obtemosrank(d11)=0.54 erank(d12)=0.24.

3.3. Funç̃oes Est́aveis

Documentos associados a consultas diferentes são geralmente interpretados de formas
difernetes, dependendo do contexto imposto pela consulta.Um documento considera
muito relevante para uma certa consulta, pode ser considerado pouco relevante para outras
consultas. Nesta seção nós apresnetamos propostas paraexplorar a informação referente
à consulta, com o objetivo de melhorar a efetividade das funções de ordenação a serem
produzidas. Para que a informação referente à consulta possa ser processada, as regras
extraı́das (que são chamadas regras locais) tem a forma{q∧X −→ ri}, ondeq é a consulta.
A seguir, discutimos como explorar essas regras para produzir funções estáveis.

A regra{X −→ ri} é dita ser estável se a força da associação entreX eri não varia
muito entre diferentes consultas.

Estabilidade da regra: a regra{X −→ ri} é estável se:

∀qj , |θ(X −→ ri) − θ(qj ∧ X −→ ri)| ≤ φmin

Quanto menor o valor deφmin é, o mais estável é a regra. Regras estáveis são
particularmente importante porque a previsões fornecidas por elas tendem a ser muito
confiáveis. Denotamos porRφ

d o conjunto de regras estáveis extraı́das deDd. De forma a
se estimar a relevância do documentod, regrasφ-estáveis são combinadas de acordo com
a Equação 4. Por fim, as Equações 1 e 2 são usadas para estimar a relevância ded.

s(d, ri) =

∑

θ(X −→ ri)

| Rφ
d |

, ondeX ⊆ d (4)

3.4. Funç̃oes Locais

Não se espera que uma única função de ordenação seja capaz de refletir a verdadeira
relação entre propriedades e a relevância de documentos. Isso ocorre porque a relevância
dos documentos não obedece uma única distribuição, massim várias distribuições di-
ferentes, dependendo do contexto da consulta. Nesta seção propomos o uso de regras
locais para produzir múltiplas funções de ordenação,que são chamadas de funções lo-
cais. Tais funções levam em consideração o contexto de cada consulta, como mostrado
nas Equações 5, 6 e 7:

s(q, d, ri) =

∑

θ(q ∧ X −→ ri)

| Rd |
, ondeX ⊆ d (5)



p̂(ri|d, q) =
s(q, d, ri)

k
∑

j=0

s(q, d, rj)

(6)

rank(q, d) =
k

∑

i=0

(ri × p̂(ri|d, q)) (7)

Funções locais diferentes podem fornecer estimativas diferentes para o mesmo
documento. Por exemplo,rank(q1, d12)=0.35,rank(q2, d12)=0.50, erank(q3, d12)=0.36.
Isso sugere que funções locais diferentes são apenas capazes de estimar de forma procesa
as relevâncias de certos documentos. O mapeamento ótimo entre funções locais e docu-
mentos é informação valiosa. A seguir propomos uma abordagem para se aproximar esse
mapeamento. Começamos pela definição decompet̂encia de ordenaç̃ao, e depois discuti-
mos como separar documentos que são ordenados de forma competente por uma função,
daqueles documentos que não são.

Compet̂encia de Ordenaç̃ao: a competência de uma função local, que é denotada por
∆(q, d), é definida como:

∆(q, d) = |rank(q, d) − rd| (8)

A competência de uma função em relação a um documentod, é essencialmente a
discreância entre a estimativa e a relevância real. Uma função localrank(qa, d) é mais
competente que outra função localrank(qb, d) se∆(qa, d) < ∆(qb, d).

A competência de uma função local é informação nova, derivada apenas do con-
junto de treino, que pode ser utilizada para fortalecer o conjunto de treino original,D.
Mais especificamente, para cada documentod ∈ D, é informado de qual contexto foi pro-
duzida a função mais precisa (ou mais competente). Essa informação é obtida estimando-
se a relevância de cada documento emD. Esse processo resulta em um conjunto de treino
“fortalecido”, que é denotado porD∗. Inicialmente,D∗ está vazio. A cada iteração, um
documentod ∈ D juntamente com a consulta associada à função local mais competente
em relação ad são incluı́dos emD∗. Esse processo continua até que todos os documentos
emD sejam incluı́dos emD∗, como mostrado na Tabela 3.

Mapeando Documentos a Funç̃oes: O conjunto de treino “fortalecido”,D∗, pode ser
usado para aproximar o mapeamento entre documentos e funç˜oes locais. Mais especifica-
mente, ao invés de extrair regras da forma{X −→ ri}, primeiro extraı́-se regras da forma
{X −→ qi} (i.e., o antecedente é um conjunto de propriedades do documento e o conse-
quente é a consulta associada à funcção local mais competente). Essas regras são usadas
para aproximar o casamento entre documentos e funções, deacordo com a Equações 9
e 10 (onden é o número de consultas emD). Quanto maior o valor dêp(qi|d) é, maior é
a chance de que∆(qi, d) seja baixo.



Documentos Retornados Função local
id PageRank BM25 tf mais competente

d1 [0.85-0.92] [0.36-0.55] [0.23-0.27] q3

d2 [0.74-0.84] [0.36-0.55] [0.23-0.27] q1

d3 [0.74-0.84] [0.56-0.70] [0.46-0.61] q3

d4 [0.93-1.00] [0.36-0.55] [0.46-0.61] q2

D∗ d5 [0.85-0.92] [0.56-0.70] [0.62-0.76] q2

d6 [0.74-0.84] [0.36-0.55] [0.28-0.45] q3

d7 [0.74-0.84] [0.22-0.35] [0.12-0.22] q2

d8 [0.65-0.73] [0.56-0.70] [0.46-0.61] q1

d9 [0.85-0.92] [0.71-0.80] [0.46-0.61] q3

Tabela 3. Conjunto de treino “fortalecido”. A última colun a denota a funç ão local mais
competente para o documento.

s(d, qi) =

∑

θ(X −→ qi)

| Rd |
, ondeX ⊆ d (9)

p̂(qi|d) =
s(d, qi)

n
∑

j=0

s(d, qj)

(10)

Agora podemos combinar diferentes funções locais. Para que tal combinação
possa ser feita, precisamos encontrar os parâmetros apropriados de forma que a combinação
ofereça a melhor estimativa possı́vel. O casamento entre documentos e funções locais
pode ser usado para encontrar esses parâmetros, como mostrado na Equação 11.

rank(d) =
k

∑

i=0

(

ri ×
n

∑

j=0

(

p̂(ri|d, qj) × p̂(qj|d)
))

(11)

A idéia básica é ponderar as estimativas fornecidas por cada função local usando-
se a estimativa de competência de cada função. Intuivamente, se uma função local prova-
velmente fornece estimativas precisas para um documento, então essas estimativas serão
ponderadas mais fortemente.

3.5. Funç̃oes H́ıbridas

Também podemos combinar funções globais produzidas pordiferentes algoritmos de
ordenação de documentos. Novamente, a idéia de competência pode ser explorada, mas
ao invés da competência ser associada à uma consulta, agora a competência deve ser
associada a um algoritmo. Por fim, a relevância de alguns documentos será estimada
por certos algoritmos (que são mais competentes para essesdocumentos), enquanto a re-
levância de outros documentos serão estimadas por outrosalgoritmos (i.e., aproxima-se o
mapeamento entre algoritmos e documentos).

A Figura 1 nos permite viualizar áreas de competência para7 algoritmos diferen-
tes. Regiões mais claras mostram conjuntos de documentos que são ordenados de forma
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Figura 1. Compet ência de cada algoritmo.

precisa pelo algoritmo correspondente. Um desafio nesse caso, é mapear documentos aos
algoritmos apropriados.

4. Metodologia de Execuç̃ao

A metodologia a ser utilizada para o desenvolvimento deste projeto pode ser definida da
seguinte forme:

1. Levantamento bibliográfico: buscar artigos acadêmicos que tratem do problema
de ordenação de diferentes tipos de documentos, e algoritmos que representam o
estado-da-arte em ordenação de documentos baseada em aprendizado de máquina.

2. Preparação dos dados: aquisição e pré-processamento das bases de dados a serem
utilizadas. Experimentos que envolvam a ordenação de documentos Web serão re-
alizados utilizando-se as coleções disponibilizadas pela Microsoft Research Asia∗

e pelo Yahoo†. Experimentos envolvendo a ordenação de imagens serão realizados
utilizando-se as coleções disponibilizadas pela ImageNet ‡. Ordenação indireta de
vı́deos e músicas através detagsserá realizada utilizando-se dados coletados do
YouTube§, Delicious¶e LastFM‖.

3. Projeto do algoritmo: definição detalhada de cada um doscomponentes dos algo-
ritmos.

4. Implementação: implementação dos algoritmos definidos em detalhes na fase de
projeto.

5. Execução e configuração dos parâmetros: execuçãodos algoritmos e testes com
diferentes variações de parâmetros.

6. Avaliação: os algoritmos implementados serão comparados com representantes
do estado-da-arte.

∗http://research.microsoft.com/users/LETOR/
†http://learningtorankchallenge.yahoo.com/
‡http://www.image-net.org/challenges/LSVRC/2010/index
§http://www.youtube.com/
¶http://www.delicious.com/
‖http://www.lastfm.com



7. preparação e escrita de artigos cietı́ficos.

4.1. Cronograma de Execuç̃ao

A Tabela 4 mostra o cronograma de execução deste projeto, baseado nas atividades des-
critas na Seção 4.

Atividade Bimestre
1 2 3 4 5 6 7 8 9 10 11 12

Levantamento bibliográfico • • •
Preparação dos dados • • • • • • • • •

Documentos Web • • •
Imagens • • • •
Vı́deos e músicas Web • • • • • •

Modelagem dos algoritmos • • • • • • • • •
Baseados em regras locais • • •
Baseados em estabilidade • • •
Baseados em competência • • •

Configuração dos par̂ametros • • •
Avaliação • • • • • • • • • •
Preparação de artigos • • • • • •

Tabela 4. Cronograma de atividades do projeto.

5. Contribuições e Resultados Esperados

A ordenação de documentos é parte fundamental de diversos problemas ligados à Recuperação
de Informação. O desenvolvimento de novos algoritmos de ordenação baseados em apren-
dizado de máquina possibilitará uma melhoria na qualidade de recuperação da informação.
Sendo assim, várias tecnologias relacionadas a tarefas deRecuperação de Informação
serão potencialmente afetadas pelos algoritmos a serem desenvolvidos neste projeto.

Vale mencionar que este projeto será desenvolvido dentro do contexto do Instituto
Nacional de Ciência e Tecnologia para Web (InWeb), do qual ocoordenador é membro. O
InWeb apresenta vários problemas desafiadores onde os algoritmos desenvolvidos neste
projeto poderão ser avaliados em cenários mais realı́sticos.

Como resultados esperados deste projeto, destacamos:

• o desenvolvimento de algoritmos associativos para ordenac¸ão de documentos.
• a avaliação dos algoritmos desenvolvidos, e a comparaç˜ao com o estado-da-arte.
• a publicação de pelos menos um artigo em conferência nacional, um artigo em

conferência internacional, e um artigo de periódico internacional.
• contribuição para a formação de um aluno de iniciaçãocientı́fica.
• contribuição para a formação de um aluno de mestrado.

6. Orçamento

Os experimentos que serão realizados para validação dosalgoritmos propostos neste pro-
jeto são de alto custo computacional, dado que as coleções a serem utilizadas contêm



alguns milhões de documentos. Além disso, de forma a respeitar a técnica experimen-
tal adequada, os algoritmos deverão ser executados várias vezes, para garantir a validade
estatı́stica dos experimentos.

Portanto, faz-se necessária a aquisição de uma máquinacom alta capacidade de
processamento, como a DELL PowerEdge, equipada com processador Intel Xeon Quad-
Core 2x6MB de cache, 8GB de memória RAM, e 2 discos rı́gidos de 500 GB. Também
está prevista a compra de uma impressora, utilizada para imprimir e documentar os resul-
tados parciais deste projeto.

Além disso, estão sendo requisitados recursos para compra de alguns periféricos
(e.g., discos rı́gidos, memória etc.), que poderão ser necessários para repor peças da
máquina requisitada neste projeto, bem como equipamentosjá existentes nos laboratórios
dos pesquisadores participantes (e que entrarão como contrapartida) deste projeto. Também
estão sendo requisitados recursos para a compra de material bibliográfico, essencial para
um levantamento completo do estado da arte na área de pesquisa. Em relação a mate-
rial de consumo, prevemos a compra de mı́dias para backup, como pen-drivese DVDs, e
toner e itens de papelaria para a impressão dos resultados.

Finalmente, pretendemos submeter os resultados obtidos neste projeto em con-
ferências nacionais e internacionais, para divulgaçãodos trabalhos e uma maior inserção
dos pesquisadores com a comunidade internacional. Os trabalhos também poderão ser
apresentados durante visitas técnicas a pesquisadores internacionais. Por isso, solicitamos
uma passagem internacional e 5 diárias para apresentação destes trabalhos. Um resumo
do orçamento está listado na Tabela 5.

Já a Tabela 6 descreve o cronograma fı́sico-financeiro. Os equipamentos ne-
cessários para realização dos experimentos serão comprados no primeiro semestre do
projeto. Aproximadamente metade do material bibliográfico será adquirida nesse mesmo
perı́odo, mas conservaremos a segunda parte para atualizac¸ões durante os 24 meses de
duração do projeto. O material de consumo foi igualmente dividido entre os quatro se-
mestres, já que sua utilização pode ser necessária durante todo o perı́odo. Já a previsão
para uso das passagens e diárias é para o terceiro semestredeste projeto. Porém, ela vai
depender da aceitação de artigos em conferências internacionais. Portanto, esse último
item pode ser alterado futuramente.

7. Equipe
Além do coordenador, a equipe deste projeto conta com mais 4membros, sendo um
deles um aluno de iniciação cientı́fica, e o outro um aluno de mestrado, ambos a serem
selecionados. São eles:

• Gisele Pappa, professora adjunta da UFMG e especialista em computação natural.
Apoiará a utilização de métodos bio-inspirados para realizar o mapeamento entre
documentos e funções locais, a partir do conceito de competência.

• Wagner Meira Jr., professor associado da UFMG e especialista em mineração de
dados e recuperação de informação. Apoiará a utilizac¸ão de métodos de mineração
de dados para encontrar regras estáveis, bem como para propor técnicas de ponderação
para a produção de funções hı́bridas.

Os alunos participarão de todas as etapas do projeto, auxiliando a modelagem,
implementação e avaliação dos algoritmos propostos.



Custeio

Material de Consumo
Periféricos R$500,00
Toner para impressora e itens de papelaria R$700,00
Subtotal R$1.200,00
Passagens e diárias
1 passagem aérea internacional R$2.800,00
5 diárias região C (U$220,00 cotados a R$2,00)R$2.200,00
Subtotal R$5.000,00

Capital

Material Bibliogr áfico R$1.200,00
Equipamento
2 máquinas para execução de experimentos R$12.000,00
1 impressora R$600,00
Subtotal R$13.800,00

Total R$20.000,00

Tabela 5. Resumo dos recursos solicitados.

Despesas Semestre
1 2 3 4

Material de Consumo R$300,00 R$300,00 R$300,00 R$300,00
Passagens e diárias R$5.000,00
Material Bibliogr áfico R$600,00 R$300,00 R$300,00
Equipamento R$12.600,00

Tabela 6. Cronograma fı́sico-financeiro.



8. Colaboraç̃oes

Apesar de não fazerem parte da equipe deste projeto, a equipe está em constante colaboração
com o grupo do pesquisador Mohammed Zaki, da RPI (RensselaerPolytechnic Institute),
e com o grupo do pesquisador Ricardo da Silva Torres, da UNICAMP (Universidade
Estadual de Campinas). Os grupos irão cooperar no desenvolvimento dos algoritmos pro-
postos neste projeto.

9. Contrapartida

Atualmente, o coordenador deste projeto está vinculado aoLaboratório de Processamento
de Alto Desempenho (SPEED), coordenado pelo Prof. Virgı́lio Almeida. Ele têm ótima
infra- estrutura computacional que, juntamente com os equipamentos que estão sendo so-
licitados neste projeto, darão suporte ás atividades previstas. O laboratório possui cerca
de 25 servidores de alto desempenho, organizados em doisclustersconectados por Giga-
bit Ethernet, e mais de 25 estações de desenvolvimento. O laboratório está conectado à
rede da UFMG através de uma conexão Ethernet (1 GBPS) e à Rede Nacional de Ensino
e Pesquisa. Isso equivale a uma contrapartida de aproximadamente R$ 200.000,00.

Embora o SPEED conte com uma ótima infra-estrutura, o número de alunos uti-
lizando os servidores disponı́veis também é grande. No futuro, a intenção do proponente
deste projeto é criar um novo laboratório de Aprendizado de Máqeuina, onde serão desen-
volvidos trabalhos nessa área de pesquisa. Porém, faz-senecessária uma infra-estrutura
mı́nima para requisição de espaço fı́sico para tal laboratório. Portanto, até que o labo-
ratório não seja criado, os equipamentos solicitados ficarão no laboratóorio SPEED.

10. Recursos de outras fontes

O coordenador do projeto e os 2 outros pesquisadores são pesquisadores participantes do
Instituto Nacional de Ciência e Tecnologia para a Web (InWeb).
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