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Abstract. This paper explores predicting vacuum pressure loss in food
deodorization using machine learning. Techniques for a wide range of purposes
including exploratory data analysis and data preprocessing were utilized on
time series data. Many machine learning techniques were utilized from simple
models based on the ARIMA algorithm to complex transformer neural
networks, with model validation techniques. The balance between the earliness
and quality of prediction was a focus. The study analyzes the performance of
the models developed using methods that show this relationship between
prediction horizon and prediction accuracy.

Resumo. Este artigo explora a predicdo da perda de pressdo a vdcuo em
processos de desodorizacdo de alimentos usando aprendizado de mdquina.
Técnicas para uma série de propdsitos incluindo andlise exploratoria de dados
e pré-processamento de dados foram utilizadas em dados de séries
temporais.Diversos algoritmos de aprendizado de mdquina foram utilizados,
desde modelos simples baseados no algoritmo ARIMA até redes neurais
complexas baseadas na arquitetura transformer. O equilibrio entre a
antecipagdo e a qualidade da previsdo foi um foco. O estudo analisa o
desempenho dos modelos desenvolvidos através de métodos que ilustram a
relacdo entre horizonte de previsoes e acurdcia das previsoes.

1. Introducao

1.1 Caracterizacao do problema

2

E muito comum em diversas industrias, existirem uma série de processos de
producdo que estdo sujeitos a falhas que, se fossem evitadas, tornariam a cadeia mais
eficiente e econdmica. Existe um custo consideravel incorrido pelo desperdicio de tempo
e insumos. Na industria alimenticia, ndo € diferente e foi assim que este trabalho surgiu,
com o propdsito de buscar solugdes para um problema constatado em processos dessa
cadeia de producdo.

O problema encontrado nas cadeias de producdo de alimentos diz respeito ao
processo de desodorizacio de alimentos, processo comumente aplicado na produgdo de
6leos e gorduras comestiveis, responsavel por remover alguns compostos indesejaveis
desses produtos. Este processo possui diversas etapas e € importante que algumas



condi¢des sejam mantidas dentro do desodorizador para que o processo ocorra sem
problemas, por exemplo, durante o processo de desodorizagdo de alguns Odleos é
necessario que estes sejam aquecidos a temperaturas relativamente elevadas e precisam
ficar em contato com vapor, que € responsdvel por remover os sabores e cheiros
desagraddveis. Uma das condicdes que afetam significativamente o processo € a pressao
encontrada dentro do desodorizador durante o processo, que geralmente deve estar baixa
ou até mesmo proxima ao vacuo.

Contudo, apesar de se ter conhecimento dessa necessidade de manter a pressao
em niveis baixos para a realizacdo do processo, € dificil controlar a pressdo dentro do
desodorizador e prever quando ocorrerd um aumento significativo da mesma que causafa
falhas no processo. Essa situacdo foi embriondria para o tema do trabalho, ja que foi
neste contexto que se viu a oportunidade de se coletar dados sobre o ambiente de
desodorizacdo para a aplicacdo de técnicas da ciéncia de dados e do aprendizado de
mdiquina a fim de prever a ocorréncia de falhas, encontrar padrdes estatisticos que
indiquem o porqué dessas falhas acontecerem para que elas possam ser evitadas no
futuro.

1.2 Motivacao e objetivos

Estes sdo os principais objetivos do trabalho, encontrar maneiras de utilizar da
ciéncia de dados e aprendizado de maquina para ajudar a mitigar um problema real que
causa desperdicio e ineficiéncia em uma inddstria muito relevante como a alimenticia.
Contudo, para que isso seja feito, dados sobre o ambiente tiveram de ser coletados para
serem utilizados nas anélises e treinamentos dos modelos. Estes dados formam séries
temporais, sequéncias de medi¢des automaticas realizadas nos desodorizadores
periodicamente. Dados que possuem esta caracteristica t€ém de ser tratados de forma
especifica, a separacdo da base dados em dados de treino e teste tem que considerar a
ordem em que as medicoes foram feitas, por exemplo. Além disso, o problema em
questdo acaba tendo outras caracteristicas também, o que levanta questdes interessantes
que este trabalho buscara responder.

Uma das questdes mais interessantes a se considerar diz respeito ao intervalo
entre 0 momento que o modelo realiza uma previsdo de ocorréncia de uma falha no
processo e a concretizacdio da mesma, jid que existe um trade-off que pode ser
observado: € desejavel que as previsdes de falhas ocorram o mais cedo possivel,
evitando perda de tempo e insumos, mas também é muito provéavel que seja observada
uma relac@o inversamente proporcional entre o intervalo citado e a acurdcia do modelo,
ou seja, uma previsdo do modelo que indique que o desodorizador ird falhar em algumas
horas provavelmente tem menos chance de estar correta do que uma falha idéntica
ocorrerd em alguns minutos, contudo, se ambas as previsdes estiverem corretas, a
primeira terd sido muito mais util, pois terd evitado maiores desperdicios.

Portanto, além dos objetivos principais, que buscam atacar o problema
encontrado no processo de desodorizagdo, existem questdes relacionadas ao
aprendizado de mdquina que se deseja observar e se levar em considera¢do durante o
processo de desenvolvimento dos modelos, como este trade-off citado, seria muito
enriquecedor se fosse possivel encontrar uma espécie de equilibrio nessa situacdo, por
exemplo.



1.3 Estrutura do trabalho

O Capitulo 2 fornece um referencial tedrico, identificando trabalhos correlatos e
estabelecendo a base académica para este estudo.

No Capitulo 3, apresentamos nossa contribui¢do para este campo de pesquisa.
Nele, descrevemos em detalhe as atividades realizadas, desde o entendimento dos dados,
passando pelo seu pré processamento, at¢ a modelagem e validacdo dos modelos de
aprendizado de mdquina. Também discutimos as técnicas usadas para lidar com séries
temporais e a abordagem adotada para lidar com o trade-off entre antecipacdo e precisao
na previsdo de falhas.

O Capitulo 4 conclui o estudo, destacando as principais conclusdes e sugerindo
dire¢des para trabalhos futuros.

O trabalho inclui também uma lista de referéncias bibliogréficas.
2. Referencial tedrico e trabalhos correlatos

Para este trabalho, foi escolhido um problema bastante especifico, que, apesar de
relevante, pouco foi tratado do ponto de vista académico na area da ci€ncia de dados e
aprendizado de maquina, algo que ndo € surpreendente, ja que representa apenas parte de
um processo produtivo que possui diversas fases e que ndo € muito conhecido por
pessoas leigas. Contudo, apesar da escassez de referéncias bibliogréficas tratando deste
problema especifico, foi possivel encontrar muito material relacionado a problemas que
podem ser considerados similares. Os dados neste caso formam uma série temporal com
medidas de condicdes do ambiente de desodorizagdo, essas medidas incluem
temperatura de componentes do desodorizador, pressdo de componentes, vazao de
insumos e produtos secunddrios, etc., € o objetivo principal € criar modelos de
aprendizado de mdquina que sejam capazes de realizar previsdes de perda vicuo neste
processo. Sdo estas caracteristicas que indicam as maiores similaridades com outros
tipos de problema.

Pode-se dividir os trabalhos correlatos em certos grupos de acordo com como
eles se relacionam com este trabalho e porque eles foram considerados relevantes.

2.1 Manutencio Preventiva utilizando Aprendizado de Maquina

Dentre os trabalhos e materiais correlatos encontrados, aqueles que mais se
assemelham a este, sdo os que tratam de problemas de manutengdo preventiva no
contexto da ciéncia de dados e aprendizado de maquina, ja que sdo trabalhos que lidam
com séries temporais e tentam prever a ocorréncia de uma falha em um processo e que,
portanto, acabam tendo de lidar com questdes e obstdculos extremamente similares aos
encontrados no desenvolvimento deste trabalho.

Estes trabalhos ndo s6 suportam a viabilidade do propdsito deste trabalho, ja que



tratam de exemplos reais o uso de aprendizado de maquina para previsdo de falhas em
processos industriais como trazem conhecimento sobre a utilizacdo de diversas técnicas
neste contexto. Por exemplo, foram encontrados trabalhos que demonstram a eficicia do
uso de redes neurais recorrentes para manutenc¢do preventiva em motores de aeronaves
(Hermawan et al., 2020), uma situacdo onde a tolerancia a falhas é praticamente nula,
trabalhos que ddo uma visd@o mais ampla do tema de manutengdo preventiva, explorando
diversas técnicas de aprendizado de madquina cldssico e aprendizado profundo e
apontando por exemplo as vantagens de cada abordagem, apontando por exemplo que o
uso de técnicas de aprendizado profundo pode ser mais eficaz e preciso, mas menos
explicdvel (Sohaib et al., 2021), o que € muito relevante neste contexto, ja que
evidentemente € desejavel que exista a possibilidade de se explicar as previsdes
eventualmente realizadas pelo modelo, até mesmo para fins de correcdes a serem feitas
no processo analisado. Essa conclusdao foi um dos motivos para uma decisdo tomada
neste trabalho de se experimentar com estas duas classes de modelos e de comparar os
resultados. O desafio de lidar com os problemas resultantes de se lidar com dados
captados por sensores industriais foi ressaltado também, ja que ha muito ruido neste tipo
de dado, o que faz com que um processo de limpeza dos mesmo seja altamente
recomendado (Sohaib et al., 2021).

Apesar da grande utilidade deste tipo de trabalho, poucos foram os exemplares
encontrados que se enquadram nesta classe, como mesmo ressalta o trabalho de Sohaib
et al., ainda had muito o que se explorar pela comunidade académica se tratando de
manuten¢do preventiva utilizando aprendizado de méaquina.

2.2 Séries Temporais

A maior parte do referencial tedrico do trabalho pode ser englobada nesta
categoria, ja que existem muitos e muitos trabalhos tratando de séries temporais e
aplicando aprendizado de maquina para realizar a previsdo das mesmas, o que foi muito
util, pois foi encontrado conhecimento em todas as fases do desenvolvimento de um
modelo de aprendizado de mdéquina, desde o processo de compreensdo e andlise dos
dados utilizados até a fase de validag¢do, passando pelo processamento dos dados e
modelagem.

Na fase de compreensdo dos dados, haviam muitas técnicas ja preestabelecidas e
consolidadas na literatura, como a utilizacdo de graficos para visualizacdo dos dados e
de certas estatisticas derivadas dos mesmos, como média, varidncia, moda, desvio
padrao, etc. Contudo, dada a natureza temporal dos dados em questdo, buscou-se
encontrar técnicas que permitissem observar caracteristicas dos dados, como
sazonalidade, tendéncia, enfim, dependéncias temporais dos dados. Alguns dos artigos
encontrados apresentavam uma ampla gama de técnicas de decomposicdo de séries
temporais para fins de analise (Plummer, 2020) que acabaram sendo utilizadas nesta fase
do trabalho, como a decomposi¢do aditiva e a visualizacdo através de ACF (fungdo de
autocorrelacdo) e PACF (funcdo de autocorrelagdo parcial). Outros conhecimentos
foram adquiridos, como técnicas para identificacdo de relacdes causais em séries
temporais (McCracken, 2016), mas nao necessariamente implementados neste trabalho,
contudo sua aplicac@o em trabalhos futuros seria extremamente enriquecedora.

Quanto a fase de pré-processamento dos dados, diversas técnicas foram



encontradas na literatura e analisadas, especialmente relacionadas a sele¢do de features e
engenharia de dados. Neste contexto, foram identificadas diversas técnicas que se vém
muito Uteis no contexto das séries temporais, como o uso de médias mdveis das features,
algo que se vé necessdrio para utilizar algoritmos classicos de aprendizado de maquina,
que ndo conseguem lidar com médias temporais automaticamente, features lags, que
representam valores recentes obtidos na série temporal (Surakhi, 2021) (Cerliani, 2022),
além da possivel utilizacdo de técnicas mais complexas para criacdo de novas features,
como a utilizacdo de autoencoders (Ntakaris et al., 2019) e outras técnicas de
aprendizado nao-supervisionado (Langkvist et al., 2014) (Erhan et al., 2010) (Gamboa,
2017). Além disso, foram analisadas técnicas para remocao de possiveis features, para
evitar lidar com o problema de overfitting, que ocorre quando a dimensionalidade dos
dados € grande demais (Pudjihartono et al., 2022).

Um problema encontrado no desenvolvimento do trabalho consistia na
dificuldade de encontrar técnicas de resampling, ja que foram identificados dados sujos
na base, que tiveram de ser retirados e outliers que podem trazer grande impacto
negativo no poder preditivo dos modelos. Como “completar” os buracos remanescentes
desse processo de limpeza dos dados? Para isso, foram procurados artigos que
identificassem técnicas robustas e mais complexas para preencher estas lacunas (Moniz
et al., 2017) (Camponovo et al., 2010), apesar de ter-se decidido por utilizar técnicas
triviais, como backward fill, ja que se mostraram mais viaveis de se utilizar, por serem
menos computacionalmente custosas.

A fase de modelagem talvez seja a que mais trouxe conhecimento novo e onde
foram encontrados mais materiais relacionados a este trabalho. Muitos deles
descrevendo modelos especificos para uso em séries temporais como Prophet (Taylor e
Letham, 2017), autoregressdao de vetores (Zivot e Wang, 2003), métodos ensemble no
geral (Gastinger et al., 2021), que levaram a utilizacdo do algoritmo XGBoost neste
trabalho (um algoritmo de boosting, e portanto, também ensemble), além de diversas
arquiteturas de redes neurais, especialmente redes neurais recorrentes, como LSTMs,
GRUs e redes neurais convolucionais (Karpathy, 2015) (Fawaz et al., 2018) (Sohaib et
al., 2021) (Hermawan et al., 2020) (Parmezan et al., 2019) (Jordan et al., 2019) (Han et
al., 2019). Além da anélise da performance de modelos, outros artigos tratam também da
selecdo de modelos, sugerindo meta-aprendizado para selecionar modelos ensemble
(Gastinger et al., 2021) e analisando diferentes formatos de arquitetura de redes neurais
para séries temporais (Peter, et al., 2019). Além disso, alguns artigos recentes se
mostraram muito pertinentes para o contexto do trabalho, ja que tratam da utilizacdo de
transformers para previsdes de séries temporais. A comunidade HuggingFace se
mostrou uma grande aliada na realizacdo desse trabalho, jd que sua biblioteca
transformers para a linguagem Python j4 trazia consigo a implementagcdo de alguns
algoritmos descritos nestes trabalhos. Um desses algoritmos € a implementacao original
da arquitetura (Vaswani et al., 2017), mas além desta, implementagdes de algoritmos
mais complexos e com arquitetura desenhada especificamente para a resolucdo de
problemas de previsdes de séries temporais como o Autoformer(Wu, Haixu, et al., 2021)
e o Informer (Zhou, Haoyi, et al., 2021) cujo artigo foi eleito o melhor da conferéncia
AAAI em 2021. Apesar de apresentarem ferramentas interessantes para o contexto do
trabalho, havia a divida de como seria o desempenho dos transformers considerando
algumas ressalvas feitas pelos autores dos artigos citados. Primeiramente, é importante
ressaltar que os artigos encontram resultados melhores quando utilizando apenas dados



univariados, o que no nosso caso significaria desperdicar uma grande abundancia de
dados que poderiam ser utilizados para modelar relacdes mais complexas nos dados.
Levando isso em consideragdo, foi tomada a decisdo de construir uma variante
univariada para cada algoritmo transformer utilizado a fim de verificar se o desempenho
destes € de fato superior neste caso. Como € destacado no artigo sobre o
Autoformer(Wu, Haixu, et al., 2021), em alguns casos ¢ comum que modelos de séries
temporais univariadas superem modelos multivariados devido a dificuldade de
algoritmos de modelar relagdes cruzadas entre as diferentes séries temporais. Alguns
artigos recentes apresentam algoritmos cuja arquitetura foi desenhada exatamente com
este problema em mente, como o Crossformer (Zeng, Chen et al. 2023), contudo, essas
técnicas ndo puderam ser exploradas neste trabalho, mas parecem ser extremamente
pertinentes para este caso.

Finalmente, foram encontrados alguns artigos tratando da fase de validacao dos
modelos. Evidentemente, os artigos que tratam da selecdo de modelos e que comparam a
performance de algoritmos no contexto de séries temporais, ja tratam parcialmente do
processo de validacdo, ja que ela € necessdria para estas tarefas, ndo ha como comparar a
performance de um modelo sem valida-lo de alguma forma. Geralmente, no caso de
séries temporais, se separa uma parte inicial da base de dados para o treinamento do
modelo e uma parte final para validacdo (Bergmeier e Benitez, 2012), garantindo assim,
que o modelo ndo € testado em dados anteriores aos seus dados de treinamento.
Contudo, isso tra limitagdes na fase de validacdo, j4 que em problemas cléssicos de
aprendizado de mdquina, pode-se utilizar da validacdo cruzada para validacdo, uma
técnica que permite que o modelo seja avaliado utilizando quase todo o dado disponivel
para treino. Por isso, buscou-se encontrar técnicas similares a essa que seriam aplicaveis
no contexto do trabalho e foi encontrada uma forma de conciliar o “melhor dos dois
mundos”: utilizando validacdo cruzada em bloco (Bergmeier e Benitez, 2012) mantendo
a cronologia correta dos dados de treino e teste, mas utilizando o maximo possivel dos
dados para treino. Contudo, esta técnica ndo se vé tdo util neste contexto considerando
um dos objetivos do trabalho, o de observar e analisar o trade-off entre antecipacdo da
previsdo e qualidade da mesma. Com a forma de validacdo original, é possivel observar
como a performance do modelo se comporta conforme ele realiza previsdes cada vez
mais distantes no tempo.

3. Desenvolvimento do trabalho

Para a realizacdo do trabalho, foi utilizada a linguagem Python com auxilio de
diversas bibliotecas comumente utilizadas em projetos de ciéncia de dados e
aprendizado de madaquina, como scikit-learn, pandas, statsmodels, numpy, matplotlib,
seaborn, etc. Essas bibliotecas foram utilizadas ao longo do projeto para auxiliar na
visualizacdo, andlise e preprocessamento dos dados, além da fase de modelagem e
validacao.

Na fase de modelagem, a biblioteca keras, utilizada para modelar a rede neural
LSTM e a biblioteca transformers, do HuggingFace, utilizada para criar os modelos
transformers, se mostraram essenciais para o desenvolvimento do trabalho, ji que
facilitaram muito o desenvolvimento de redes neurais com arquiteturas complexas. A
biblioteca transformers ja possui implementacdes de trés arquiteturas diferentes de
transformers especificamente criadas para modelar séries temporais, por exemplo.



3.1 Analise exploratoria dos dados

O primeiro passo a ser realizado no projeto foi a limpeza de alguns dados
probleméticos do dataset, estes dados consistiam de medi¢des que possuiam valores para
a varidvel alvo (uma das medicdes de pressdo no desodorizador) acima de 50. Esses
dados foram removidos, pois foi constatado que essas medicdes somente ocorriam em
situagdes atipicas e problematicas como na auséncia de eletricidade, portanto, sua
presenca poderia ter impacto negativo significativo na performance dos modelos.

Apo6s a remocgdo destes dados problematicos, se iniciou o processo de andlise e
visualizacdo da base de dados. Primeiramente, a base de dados inteira foi plotada em
forma cronolégica mostrando a variacao da varidvel alvo:

U

-S_-

20 -

& _rel 03 _desodesizador 03 PT_BA4&F 2.E

ik 4

midiashranco_gm

20330023 023030103 F-02-08302 3-03- 15303 3-0F-2 203 3-03- (6]
Timse

Figura 1. Pressao de vacuo do desodorizador ao longo do tempo

Como pode ser observado na figura, pode-se observar, apds a remogao dos dados
faltosos, lacunas muito claras ficaram evidentes nos dados, isso € um problema quando
lidando com séries temporais, j& que tras alguns obstaculos para o processo de criacdo
dos modelos. Um exemplo disso ¢ o fato de que alguns algoritmos para previsdo de
séries temporais presumem um intervalo temporal uniforme entre os diversos pontos dos
dados, o que claramente ndo ocorre nessa situagdo. Além disso, foi constatado que
apesar da grande maioria dos intervalos entre as medi¢des serem de apenas 3 segundos,
haviam diversas ocorréncias de intervalos de 6, 9 ou 12 segundos.

Essas observagdes acabaram levando a decisdo de realizar um processo de
resampling sobre os dados, preenchendo as lacunas existentes e uniformizando o
intervalo de tempo entre os diversos dados coletados. Este processo sera melhor relatado
nas proximas subsegdes ja que faz parte da fase de tratamento dos dados e ndo da
analise exploratdria.



Felizmente, ndo haviam dados com valores faltantes, ou seja, todas as medi¢des
ainda remanescentes na base de dados apo6s a filtragem inicial possuiam uniformidade
quanto as features.

Em seguida, foram visualizadas e analisadas a média, mediana e desvio padrao
da variavel alvo:

Deswio padrio

Figura 2. Média, desvio padrao e mediana da variavel alvo

Como pode ser observado na figura, o desvio padrdo ¢ relativamente grande em
relacio a2 média e a mediana, sendo equivalente a 81,12% e 96,26% de cada,
respectivamente. indicando grande variedade nos dados, que poderia ser explicada pela
presencga de outliers os dados, possivelmente resultantes de medi¢des erroneas. Um sinal
disso ¢ a grande presen¢a de dados que possuem a variavel alvo com medi¢des proximas
de 50, que foi justamente a quantidade utilizada para delimitar os dados “sujos”
presentes no dataset. Considerando que a média e mediana da variavel alvo ficaram
proximas de 5, ndo ¢ de se estranhar que a presen¢a de anomalias poderia distorcer
significativamente os dados, ja que a magnitude delas é muito maior do que a dos dados

corretamente coletados.

Essa constatagdo também motivou a utilizacdo de um algoritmo para detec¢ao de
outliers que seriam removidos da base futuramente antes do processo de resampling.

J& pensando no processo de selecdo de features e possivel enriquecimento dos
dados a partir da criagdo de novas caracteristicas para os dados, especialmente algumas
estatisticas relevantes e comumente usadas no contexto das séries temporais, como
variaveis de atraso (“lags”), médias moveis, etc., foi feita a visualizagdo de duas funcdes
muito relevantes para dados em formato de série temporal: a fungdo de autocorrelagao
(ACF) e a funcdo de autocorrelagdo parcial (PACF). A ACF mede a correlacdo linear
entre pontos de dados que sdo separados por um intervalo de tempo especifico, o 'lag'.
Em outras palavras, a ACF fornece a correlagdo de uma série com a sua propria versao



defasada. Ela € util para identificar padroes sazonais ou ciclicos em uma série temporal.
Por outro lado, a PACF fornece a correlagdo de uma série com a sua propria versao
defasada, mas apds controlar ou eliminar as correlagdes de todas as defasagens menores.
Ou seja, a PACF mede a correlagao direta entre pontos de dados que sdo separados por
um numero de intervalos de tempo, ignorando qualquer correlacdo potencial que possa
ser explicada por pontos de dados entre esses intervalos.
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Figura 3. Visualizacao da PACF da variavel alvo
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Figura 4. Visualizacao do ACF da variavel alvo, obtido com auxilio da transformada
rapida de Fourier

As visualizagoes dessas fungdes foram obtidas com auxilio da biblioteca
statsmodels, e, como ressaltado abaixo da figura 4, o calculo da fungdo ACF teve de ser



feito com auxilio da transformada rapida de Fourier, ja que a forma tradicional consumia
muitos recursos computacionais para uma base de dados tdo grande quanto a utilizada
neste projeto. Além disso, como pode ser observado na mesma figura 4, a biblioteca
adiciona automaticamente um intervalo de releviancia para os dados sobre a
autocorrelacdo que pode ser observado em um leve tom de azul. Levando isso em
consideragdo, chega-se a conclusdo de que as autocorrelagdes da variavel alvo sdo muito
significativas, ou seja, os valores anteriores da varidvel alvo estdo altamente
correlacionados com seus valores futuros, ja que até uma defasagem de mais de 12000
periodos a autocorrelagdo ainda se encontra acima do limiar de relevancia. Como o
periodo nessas circunstancias ¢ de 3 segundos, at¢ um intervalo de 10 horas entre
medicdes apresenta autocorrelacao relevante. Ja a fungdo PACF traz dados diferentes, a
autocorrelagao parcial fica abaixo do mesmo limiar de relevancia apds 6 periodos.

Outra forma de visualizar relagdes relevantes nos dados ¢é observar as
correlagdes entre as features. A visualizagdo da correlacdo pode ajudar a identificar
quais recursos estdo mais fortemente relacionados a variavel alvo, o que pode ser
extremamente Util para fins de sele¢do de features. Além disso, se houverem muitas
caracteristicas altamente correlacionadas, podemos considerar a remog¢ao de algumas
delas para reduzir a dimensao do espaco de caracteristicas, o que pode ajudar a evitar o
overfitting e melhorar a eficiéncia. A correlagdo entre as features pode ser observada no
mapa de calor a seguir:
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Figura 5. Mapa de correlacoes das features da base de dados
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Como pode ser observado no mapa de correlagdes, algumas features apresentam
correlacdes significativas com a variavel alvo, especialmente a temperatura dos
condensadores, das bandejas, dos gases do scrubber, além da pressao dos ejetores e de
vapores, vacuo apos o scrubber e vazio de vapores. E sempre importante ressaltar que
correlacdo ndo implica em causalidade, portanto, ndo se pode afirmar que estes fatores
sejam de alguma forma os causadores da pressdo alta e da perda de vacuo nos
desodorizadores, contudo, somando essas observacdes ao conhecimento que se tem do
dominio do problema, ¢ inevitavel que surjam algumas teorizagdes. Por exemplo, é de
conhecimento geral que temperatura e pressao possuem uma relacdo bem proxima na
fisica, j& que substincias e materiais que possuam temperaturas mais altas tendem a se
expandir, ocupar mais espago. Essa relacdao € tdo importante que até hoje ¢ utilizada na
producdo de energia elétrica a partir do vapor d’agua, cuja pressao move valvulas que
por sua vez produzem carga elétrica. Portanto, ndo seria surpreendente se a causa das
perdas de vacuo fosse a temperatura alta de alguns componentes.

A vazdo dos vapores também apresenta uma situagdo similar, como o exemplo
dado anteriormente evidencia. O vapor d’agua ¢ utilizado muitas vezes em processos
exatamente devido a pressao causada por ele.

Por outro lado, ¢ provavel que a correlagdo da variavel alvo com outras features
ndo represente nenhuma relagdo implicita de causalidade, a pressao nos ejetores pode
estar correlacionada com a pressdo de vacuo no desodorizador pelo fato de que algo esta
causando aumento de pressdao em todos os componentes, por exemplo.

3.2 Transformacao dos dados

Apos o processo de analise exploratoria da base de dados, foi iniciado o processo
de transformacao efetiva dos dados. Primeiramente, foi realizada a analise e remocao de
outliers. Estes outliers foram identificados com a utilizagdo do algoritmo Isolation
Forests. Inicialmente, desejava-se utilizar o algoritmo DBSCAN, mas o custo
computacional era muito grande e muito tempo também era despendido neste processo,
ao contrario do Isolation Forests, que ¢ mais eficiente e simples. O algoritmo encontrou
mais de 10000 outliers (quantidade varia por execu¢ao devido a natureza do algoritmo,
jé& foram encontrados 10682, 10731, 11092, etc.) que foram removidos da base de dados.
Estes outliers representam cerca de 1% da base, que possui mais de 1 milhdo de
medi¢des coletadas.

Esta foi a tltima remogao feita sobre a base de dados, apos a realizagdo deste
processo foi feito o procedimento de resampling dos dados mencionado anteriormente.
Como dito anteriormente, a uniformidade do intervalo entre os dados em uma série
temporal ¢ fundamental para muitos métodos de andlise de séries temporais, que
pressupdem que as observagoes sejam espacadas igualmente ao longo do tempo. Isso se
deve a varios fatores:

1. Muitos modelos estatisticos para séries temporais, como ARIMA, pressupdem
observacdes em intervalos regulares. Se esse pressuposto for violado, as
estimativas dos parametros do modelo podem ser enviesadas, levando a
previsdes imprecisas.

2. A estacionariedade ¢ uma propriedade desejavel em muitas analises de séries
temporais, pois permite que o modelo generalize padrdes passados para o futuro.



No entanto, se os intervalos entre as observacdes forem irregulares, pode ser
dificil determinar se a série € estacionaria.

3. Ter dados em intervalos regulares simplifica a manipulagao de dados, pois
permite usar métodos padrdo para agregar, interpolar, deslocar e outras
operacdes comuns em séries temporais. Se os intervalos ndo forem regulares,
essas operagdes podem requerer métodos mais complexos e propensos a erros.

Em resumo, ter um intervalo uniforme em uma série temporal facilita a analise,
a modelagem e a interpretagdo dos dados, tornando mais provavel que as conclusdes
tiradas dos dados sejam precisas e uteis.

Inicialmente, o resampling foi feito utilizando uma técnica que pode ser
considerada trivial, o backwards fill, que preenche as lacunas encontradas na série
temporal com o proximo valor valido na série. Esta tatica pode ndo apresentar nenhum
problema aparente de inicio, mas apds inspecao um pouco mais minuciosa dos dados
apresentados na Figura 1, podemos observar que muitas das lacunas nos dados ficam
rodeadas por outliers, ou seja, lacunas nos dados sdo geralmente sucedidas por medigdes
com valores bem altos da variavel alvo, o que fez com que as lacunas fossem
preenchidas com valores muito distantes da média e mediana dos dados originais. Em
suma, este processo produziu novos outliers e distorceu a caracteristica dos dados. Por
esta razao, decidiu-se por adotar outra estratégia: os dados foram preenchidos a partir de
médias moveis das medidas obtidas anteriormente. O resultado dessa operagdo pode ser
observado a seguir:
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Figura 6. Variavel alvo apds resampling e remocao de outliers

Ao observar a Figura 6, fica evidente que existem problemas na estratégia
escolhida, as lacunas foram preenchidas sem apresentar os mesmos padrdes de outras
regides dos dados, que possuem variacdo muito maior da varidvel alvo. Além disso,
pode-se observar que a remocgao de outliers teve um efeito visivel nos dados da varidvel



alvo, que anteriormente possuiam muitos exemplares que se aproximavam de 50 e apds
este processo de transformacdo mal possuem dados acima de 30. Apesar desses
problemas, essas transformacdes foram mantidas para o desenvolvimento dos modelos.
As mudangas causadas por esses processos ficam evidentes ao se observar as alteracdes
causadas na média, mediana e desvio padrao:

Hadiy Desia padrhs Hediing

Figura 7. Estatisticas da variavel alvo apos resampling e remocao de outliers

Agora o desvio padrio representa apenas 54,68% da média (antes eram 81,12%)
e 60,26% da mediana (antes, 96,26%).

Apods este pequeno processo de transformacdo dos dados, foram realizados
processos ja pensando na fase de modelagem do projeto. Uma técnica importante
quando se tratando de séries temporais ¢ a decomposi¢ao das mesmas em sazonalidade,
tendéncia e valores residuais. A tendéncia mostra a dire¢cdo geral dos dados ao longo do
tempo, independentemente das flutuacdes. A sazonalidade mostra as variagdes
periddicas nos dados - por exemplo, um aumento nas vendas de sorvete durante o verao.

Finalmente, o residuo é o que resta depois de remover a tendéncia e a sazonalidade dos
dados.

No caso deste projeto e devido a algumas caracteristicas da base de dados, foi
realizada a decomposi¢cdo aditiva dos mesmos. Visualizar a decomposicao aditiva de
uma série temporal € util por varias razdes. Em primeiro lugar, ajuda a identificar se
existe uma tendéncia subjacente ou um padrdo sazonal nos dados, o que pode ser
importante ao escolher o tipo de modelo de série temporal a ser utilizado. Além disso, ao
decompor uma série temporal em seus componentes aditivos - tendéncia, sazonalidade e
residuo - somos capazes de entender melhor se a série ¢ estacionaria ou ndo. Se a
tendéncia ¢ ndo-constante ou se existe uma sazonalidade que varia com o tempo, a série
temporal ndo serd estaciondria. A importancia de observar a estacionariedade de uma
série temporal reside no fato de que muitos modelos de séries temporais, incluindo o
ARIMA, pressupdem estacionariedade.

Portanto, a decomposicdo aditiva nos ajuda a entender e a tratar a nao
estacionariedade em uma série temporal. Ao remover a tendéncia e a sazonalidade
(através da diferenciacdo dos dados, por exemplo), podemos transformar uma série nao
estaciondria em uma série estaciondria, que € mais adequada para a modelagem e



previsdo. A decomposicdo da série temporal da varidvel alvo pode ser observada a
seguir:
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Figura 8. Decomposicao aditiva da série temporal da variavel alvo

Para realizar a decomposigao aditiva, ¢ necessario a0 menos estimar o nimero de
ciclos ocorrentes na série a ser decomposta. No caso deste projeto, o nimero de ciclos
foi estimado em 31 a partir da visualizacdo dos dados. Como pode ser observado na
figura 8, os dados inicialmente ndo formam uma série temporal estaciondria, isso €
evidenciado pelas caracteristicas da tendéncia, que ndo € constante e € sempre positiva,
indicando que a média e outras propriedades estatisticas apresentam variacdes
significativas ao longo do tempo. Como o modelo ARIMA e outros algoritmos para
modelagem de séries temporais demandam que os dados sejam estaciondrios, foi preciso
fazer com que os dados passassem por processos de diferenciacdo até que eles
adquirissem as propriedades desejadas. A seguir pode-se observar o resultado da
decomposi¢do apds uma diferenciacao da série da varidvel alvo.
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Figura 9. Decomposicao aditiva da série da variavel alvo diferenciada 1 vez

Como pode ser observado na Figura 9, apos realizar a diferenciacdo da varidvel
alvo, observa-se grandes diferengas nos trés componentes da série. Primeiramente, €
possivel observar que a tendéncia se comporta de forma completamente diferente,
apresentando mais variagdes de baixissima magnitude (o valor absoluto da tendéncia
nao passa de 0.001), indicando que a média, variancia e demais estatisticas passam por
pequenas variacdes ao longo do tempo, indicando que a série ¢ pelo menos fracamente
estacionaria apds passar por este processo. Para nos assegurarmos da estacionariedade
da série temporal, seria necessario aplicar um teste como o teste de Dickey-Fuller, algo
que foi tentado, mas que se mostrou invidvel devido ao consumo muito alto de recursos
computacionais. Além da tendéncia, pode-se observar que os valores residuais
apresentaram mudangas significativas. Antes da diferenciagdo eles eram quase sempre
positivos e apresentavam maiores variagdes. Apos a diferenciagdo, eles passaram a
variar menos e diversas vezes assumem valores negativos.

Esse processo de diferenciacdo seguido de decomposicdo aditiva para fins de
verificagdo da estacionariedade foi repetido mais algumas vezes, contudo, os resultados
ndo apresentaram grandes diferencas para estes observados apds um passo de
diferencia¢do e portanto, quando foi necessdrio utilizar dados estaciondrios nas fases
seguintes do projeto, optou-se por utilizar apenas um passo de diferenciagdo, ou
diferenciagao direta.

3.3 Modelagem e Validacao
3.3.1 Modelagem com o algoritmo ARIMA

O modelo ARIMA, que significa Modelo AutoRegressivo Integrado de Médias
Moveis, € uma classe popular de modelos para prever séries temporais. Em sua forma
basica, ele usa a ideia de autocorrelacdo, diferenciacdo (para tornar a série estaciondria),
e uma média movel para prever valores futuros. O modelo ARIMA ¢ tipicamente



univariado, ou seja, ¢ projetado para prever uma série temporal com base em seus
proprios valores passados, sem considerar varidveis exogenas (demais features dos
dados, que nao a variavel alvo). Este ¢ o caso do modelo que foi construido neste
projeto. Ou seja, o modelo construido a partir do algoritmo ARIMA prevé os futuros
valores da pressdo de vacuo no desodorizador utilizando apenas os valores anteriores
observados da pressdao. Os parametros em um modelo ARIMA s3ao geralmente
denotados como ARIMA(p, d, q), onde:

e p ¢ a ordem do termo auto regressivo. Ele permite incorporar o efeito de valores
passados na previsdo. Por exemplo, se p € 5, os cinco valores anteriores da série
temporal sdo usados para prever o proximo valor.

e d ¢ a ordem de diferenciagdo. Diferenciacdo ¢ o processo de subtrair a observagao
atual da observagdo anterior para tornar a série estacionaria. Por exemplo, se d ¢
1, estamos usando uma primeira diferenca, que € exatamente o que fizemos na
subsecdo anterior ao entre os processos de decomposicao aditiva.

® ( ¢ a ordem do termo da média mdvel. Uma média mével permite que
incorporemos o efeito de erros passados na previsao.

Existem varias técnicas para selecionar esses valores, o parametro, uma delas
envolve a analise do ACF e PACF da série temporal APOS A DIFERENCIACAO. Em
geral, o valor de 'p' pode ser estimado pelo atraso em que o PACF corta o limite de
confianga superior pela primeira vez. Da mesma forma, 'q' pode ser estimado pelo atraso
em que o ACF cruza o limite de confianca superior pela primeira vez. Devido a
simplicidade desta técnica, tanto em termos de compreensdo de seu funcionamento
quanto em consumo de recursos computacionais, ela foi a selecionada para determinar
os parametros p ¢ q. O parametro d ja foi determinado na secdo anterior ao
averiguarmos que apenas um passo de diferenciacdo ja aparentou ser suficiente para
tornar a série a0 menos fracamente estacionaria.

Para obtermos os valores para os outros parametros, foram visualizadas as
fungdes ACF e PACF novamente, agora aplicadas aos dados diferenciados uma vez.
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Figura 10. Visualizagao da PACF da variavel alvo apds diferenciagao
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Figura 11. Visualizagao da ACF da variavel alvo apos diferenciagao

Ap0s realizar a observagdo das fungdes, os pardmetros escolhidos foram 2 e 8
para p e q, respectivamente.

3.3.2 Valida¢ao do modelo ARIMA

A fase de validagdo dos modelos apresentou obstaculos devido a diversas
caracteristicas deste trabalho. Primeiramente, o carater dos dados, que formam uma
série temporal, jA que nestes casos, uma das principais técnicas utilizadas na validagao
de modelos construidos para lidar com problemas tradicionais de aprendizado de
maquina, a validagdo cruzada, ndo pode ser utilizada neste caso, ja que ela presume que
os dados podem ser divididos separados em dados de teste e de treino de forma
randomica e ao validar uma série temporal ¢ necessario que a ordem dos dados seja
cronologica e que nenhum dado de teste seja anterior a um dado de treino. Portanto, a
unica forma de realizar a validacdo ¢ seccionando a base de dados em um ponto e
utilizando os dados anteriores aquele ponto como treino e os posteriores como teste.

Contudo, outro desafio ¢ introduzido pelo objetivo de observar como a
performance do modelo se comporta conforme o mesmo realiza previsdes mais distantes
no futuro, observar o trade-off entre antecipagao das previsoes e qualidade das mesma.
Por isso, foi selecionada uma forma talvez pouco convencional para visualizacdo da
performance dos modelos. Geralmente, se separariam os dados entre treino e teste, se
realizariam as previsdes sobre os dados de teste e se obteriam estatisticas como erro
quadratico médio. Contudo, partindo desse desejo de observar a variacdo da
performance em maiores horizontes de tempo, se decidiu calcular o erro quadratico
médio sucessivas vezes, adicionando uma nova previsao de teste por itera¢do, além disso
foram plotados o erro absoluto, o valor da previsdo e o valor real observado.
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Figura 12. Resultados da validacao do modelo ARIMA

Logo ao observar o grafico da Figura 12, percebe-se alguns problemas com o
modelo construido. Primeiramente, apesar de seu erro inicialmente ser baixo, ele
aparenta realizar previsdes praticamente constantes (ndo sdo totalmente constantes,
como pode ser observado na Figura 13, localizada abaixo). Isso ndo ¢ um problema para
o inicio dos dados de teste, que pouco distam desse valor quase constante, por isso o erro
absoluto e o erro quadratico médio permanecem bem baixos até que chega um ponto em
que os valores reais de teste aumentam significativamente, uma tendéncia que o modelo
ARIMA foi completamente incapaz de prever. A partir deste momento, o erro absoluto e
quadratico médio disparam, mostrando que o modelo ARIMA provavelmente ¢ simples
demais para este problema. Isso ndo era surpreendente considerando que o modelo em
questdo € univariado, ou seja, somente utiliza de dados anteriores da variavel alvo para
realizar suas previsdes, ndo pode levar em consideracdo alteragdes, valores e tendéncias
observadas em variaveis exogenas (as demais features dos dados, que nao sao o target).
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Figura 13. Previsdes do modelo ARIMA isoladas



3.3.3 Modelagem com modelo de boosting

Como foi ressaltado na ultima subsecdo, o algoritmo ARIMA tem suas
limitagdes. Ele ¢ projetado apenas para séries temporais univariadas, o que significa que
s6 pode levar em consideragdo uma unica série temporal de cada vez. Se existem
multiplas séries temporais relacionadas que interagem entre si, 0 ARIMA pode nao ser
capaz de capturar essas interagdes. Além disso, 0 ARIMA assume que a série temporal ¢
linear e segue uma distribuicdo normal. Se essas suposi¢des ndo sdo atendidas, o
desempenho do ARIMA pode ser comprometido, o que pode explicar sua performance
bem ruim.

Em contraste, o XGBoost (Extreme Gradient Boosting) ¢ uma técnica de
aprendizado de maquina que pode lidar com problemas de aprendizado supervisionado
multivariados. Ele pode levar em consideragdo varias séries temporais a0 mesmo tempo
e capturar as interagdes entre elas. Além disso, 0 XGBoost ndo faz suposigdes sobre a
linearidade ou a distribuicdo dos dados, tornando-o uma ferramenta de previsao mais
flexivel e robusta. Uma abreviagdo de eXtreme Gradient Boosting, ele ¢ um algoritmo
de aprendizado de maquina que pertence a classe dos algoritmos de boosting. O
boosting ¢ um método de aprendizado em conjunto que visa a criar um modelo preditivo
forte e preciso a partir da combinag@o de varios modelos preditivos fracos.

Em problemas de séries temporais, as observagdes sdo dependentes do tempo,
ou seja, a observagdo em um determinado momento ¢ muitas vezes influenciada pelas
observagdes em momentos anteriores. Portanto, ao lidar com séries temporais, €
essencial capturar essa dependéncia temporal nos dados. O XGBoost, assim como
muitos outros algoritmos de aprendizado de maquina, sdo originalmente projetados para
problemas onde as observacdes sdo independentes umas das outras. Isso significa que,
se os dados de séries temporais forem fornecidos a esses algoritmos sem qualquer
modificacdo, eles ndo conseguirdo capturar as dependéncias temporais inerentes aos
dados, resultando em modelos que provavelmente terdao um desempenho inferior. Para
superar isso, uma abordagem comum ¢ transformar os dados de séries temporais para
incluir recursos que possam capturar a dependéncia temporal. Isso ¢ feito criando
recursos derivados como lags e médias moveis. Essa foi a abordagem utilizada neste
projeto.

3.3.4 Validacao do modelo XGBoost

Um problema ndo mencionado na se¢do sobre a modelagem com o algoritmo
ARIMA, ¢ a de que o ARIMA nao ¢ um modelo tipico de aprendizado de maquina, ele
ndo funciona como os demais modelos implementados neste trabalho, por isso foi
necessario realizar uma forma de validagdo um pouco diferente para observar como o
seu erro de previsdo aumentava conforme o horizonte de previsdes era expandido.
Contudo, os demais modelos podem ser validados de forma mais convencional,
possibilitando observar a relagdo do erro com a antecedéncia da previsao de forma clara
e permitindo compara-los, ja que eles serdo treinados com os mesmos dados e treinados
com os mesmos dados. Para que o mesmo fosse feito com o modelo ARIMA, ele teria
de ser retreinado vérias vezes, ja que nao ¢ um modelo que recebe uma entrada na hora
da previsao, somente na hora do treinamento.

A métrica utilizada para esta validagdo e que sera utilizada para realizar a



validacdo dos demais modelos foi a raiz quadrada do erro quadratico médio. Diversos
fatores tornam esta escolha adequada neste caso: primeiramente, essa métrica devido ao
calculo do erro quadratico inicialmente, pune mais erros grandes de previsao do que
erros pequenos, o que ¢ muito pertinente nessa situagao, ja que erros grandes na previsao
da pressao dentro do desodorizador sdo muito mais problematicos, ja que as situagdes de
perdas de vacuo representam variacdes bem grandes no valor da pressao, ou seja, um
erro grande de previsdo geralmente ocorrerd quando a perda de vacuo ocorrer, que €
justamente a situacdo que estd tentando se prever aqui. Nao a toa, a fungdo de perda
escolhida para os modelos de redes neurais desenvolvidas € justamente o erro quadratico
médio. Além disso, como estamos utilizando a raiz quadrada do erro quadratico médio,
obtemos uma métrica mais interpretavel, ja que o erro estd na mesma escala dos dados,
permitindo-nos compara-lo com estatisticas da varidvel alvo como a média e o desvio
padrio.
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2.00

175 1

1.50 1

1.25 A

RMSE

1.00 A

0.75 A

0.50 A

0.25

0.00 -

1 2 3 45 6 7 8 9 1011 12 13 14 15 16 17 18 19 20
Distancia temporal da previsdo(min)

Figura 14. Resultados da validacao do modelo XGBoost

Como pode ser visto na Figura 14, a performance do modelo XGBoost
apresentou erro bastante estavel conforme o horizonte de previsdes ia sendo aumentado.
Isso foi inesperado, mas pode ser explicado por alguns fatores, ¢ provavel que se o
horizonte de previsdes continuasse sendo expandido (a base de dados contém vérios
meses de medigdes feitas a cada 3 segundos, e portanto o horizonte de previsdes poderia
ter uma escala muito maior) o erro iria adquirir uma tendéncia de crescimento, mas isso
ndo foi feito, pois ndo fazia muito sentido desenvolver um modelo que realizasse
previsdes com antecedéncias muito maiores do que as ja feitas, ja que 20 minutos é uma



janela de tempo suficiente para prevencao de falhas no desodorizador.

Considerando que o desvio padrio estd proximo de 3, temos que o desempenho
deste modelo ¢ pelo menos superior ao que se esperaria de uma estratégia ingénua de
sempre prever a média, ja4 que se seguissemos esta estratégia, o RMSE deveria ser o
desvio padrdo (ou préoximo, ja que ndo necessariamente o desvio padrdo da base toda ¢
igual ao desvio padrao dos dados de teste).

Contudo, este tipo de algoritmo ndo ¢ considerado o estado da arte para séries
temporais e, portanto, foram desenvolvidos modelos utilizando redes neurais com
arquiteturas especificamente criadas para lidar com dados sequenciais como séries
temporais.

3.3.5 Modelagem com rede neural LSTM

As redes neurais Long Short-Term Memory (LSTM) sdo uma categoria especial
de redes neurais recorrentes (RNNs), projetadas para lidar com sequéncias de dados.
Elas sdo particularmente adequadas para prever séries temporais devido a sua
capacidade de capturar dependéncias de longo prazo em dados sequenciais.

Uma rede LSTM ¢ composta por unidades chamadas células LSTM. Cada célula
tem trés portas: a porta de esquecimento, a porta de entrada e a porta de saida. Essas
portas controlam o fluxo de informacdes dentro e fora da célula. A porta de
esquecimento decide quanta informagdo do estado anterior sera mantida ou descartada.
Isso € crucial para evitar o problema de dependéncias de longo prazo, onde a rede nao
consegue aprender conexdes entre eventos separados por longos intervalos de tempo. A
porta de entrada controla a quantidade de informacao nova que sera adicionada ao estado
da célula. O estado da célula ¢ atualizado com base nas informagdes que passam pela
porta de esquecimento e pela porta de entrada. Este estado ¢ o "coracdo" da LSTM,
carregando informagdes ao longo das sequéncias. Além disso, a porta de saida decide
quais informagdes do estado da célula serdo usadas para gerar a saida da célula. Em cada
passo de tempo, a LSTM recebe um input, atualiza seu estado interno (memoria de
longo prazo) e produz um output. Este processo ¢ repetido para cada elemento da
sequéncia de entrada.

Além disso, elas tém sido usadas com sucesso em uma variedade de tarefas de
séries temporais, como previsdo do mercado de ag¢des, previsdo meteoroldgica e andlise
de tendéncias de consumo.

Como estamos tratando de redes neurais neste caso, temos diversas questdes a
serem decididas antes de construir um modelo. Qual deve ser a estrutura da rede?
Quantas camadas e quantos neuronios devem existir em cada camada? Qual otimizador
deve ser utilizado? Apoés diversas experimentagdes, a configuragdo de trés camadas
LSTM, contendo 50, 30 e 20 neurdnios cada, com camadas de dropout de 0.2
interpolando-as se mostrou a melhor. Uma boa regra para se definir a quantidade de
neurdnios da primeira camada de uma rede como esta € utilizar o tamanho do dado, que
neste caso ¢ exatamente 50, ou seja, a regra se provou util no contexto do trabalho. O
otimizador utilizado foi o Adam e a fun¢ao de perda foi o erro quadratico médio.



3.3.5 Validac¢ao da rede neural LSTM

A validacdo da rede neural LSTM desenvolvida foi feita da mesma maneira
utilizada para validar o modelo XGBoost. Abaixo estdo os resultados encontrados:
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Figura 15. Resultados da validacao do modelo de rede neural LSTM

Como pode ser observado na figura 15, o RMSE da rede neural oscila conforme
a distancia temporal da previsdo aumenta, apresentando erros maiores quando a previsao
¢ feita com antecedéncia de 7 a 10 minutos, mas os melhores resultados foram
encontrados nas menores distancias temporais, como esperado. Contudo, é notavel a
estabilidade do erro, j& que o aumento observado entre as menores distancias temporais
e as maiores € pequeno e o erro ¢ menor que o observado para o modelo XGBoost, que
apresentou valores de raiz do erro quadratico médio préximos a 2, enquanto a LSTM
apresentou resultados abaixo de 1 e todos os erros ficaram abaixo de 1,2. Considerando
o valor do desvio padrdo, percebe-se que os resultados tém alguma relevancia, ja que o
desempenho é ao menos melhor que uma estratégia ingénua.

Esperava-se que o aumento da janela de previsdes tivesse grande impacto no
erro do modelo, mas o aumento foi relativamente pequeno, e, considerando o contexto
de possivel aplicagdo destes modelos, atuando em sistemas de prevengdo de falhas na
industrias, ¢ muito relevante que se tenha um sistema que ndo s6 seja capaz de prever a
ocorréncia de problemas, mas de fazé-lo com certa antecedéncia.



3.3.6 Modelagem com redes neurais Transformer

Apesar de terem sido desenvolvidas com o intuito de tratar dados sequenciais e
terem sido utilizadas em larga escala para a criacdo de modelos de previsao de séries
temporais, as redes neurais LSTM tém sido substituidas por redes neurais de arquitetura
Transformer em diversos contextos, especialmente na area de processamento de
linguagem natural. Modelos de linguagem extremamente complexos tém se mostrado
extremamente capazes de resolver problemas de linguagem e existem diversas
semelhancas entre problemas envolvendo linguagem e problemas envolvendo Series
temporais. Essas semelhangas ajudam a explicar porque o uso de redes neurais com essa
arquitetura ¢ adequado para o contexto deste trabalho.

A grande semelhanca entre linguagem e séries temporais ¢ que ambos sao dados
sequenciais, a ordem das palavras importam, assim como a ordem cronoldgica das
medigdes das condi¢des dentro do desodorizador importam também. E neste contexto
que as redes Transformer se inserem, j& que a arquitetura foi criada com o intuito de
modelar relagdes entre diferentes partes de uma sequéncia (Vaswani et al., 2017) através
do mecanismo de atengdo, especificamente o "self-attention". Este mecanismo permite
que o modelo pondere a importancia de diferentes partes da entrada ao processar cada
palavra (ou parte de uma sequéncia). Em outras palavras, ele permite que o modelo
aprenda contextos e relagdes dentro da sequéncia.

Um Transformer tipico € composto por um encoder ¢ um decoder. O encoder
processa a sequéncia de entrada e gera uma representacao rica em contexto ¢ o decoder
gera a sequéncia de saida, passo a passo, usando a saida do encoder e o que foi gerado
até o momento. Tanto o encoder quanto o decoder sdo compostos por varias camadas
idénticas que contém mecanismos de atencdo e redes neurais feedforward. Além disso,
diferentemente das LSTMs, os Transformers ndao processam os dados sequencialmente.
Isso permite o processamento paralelo dos dados, tornando-os muito mais eficientes em
termos de tempo de treinamento. Isso pode soar estranho devido ao fato de que estamos
tratando de séries temporais, mas apesar de processarem todos os elementos
simultaneamente, os Transformers ainda sdo capazes de entender a ordem dos dados.
Isso ¢ alcancgado através do uso de positional encodings. Estes sdo vetores adicionados a
entrada que fornecem informacdes sobre a posicao de cada elemento na sequéncia.

Portanto, devido a essas inimeras vantagens apresentadas pelos Transformers em
relacdo as LSTMs, se decidiu por implementar diferentes modelos a fim de atingir
melhores resultados nas previsoes e comparar os modelos de diferentes arquiteturas.

3.3.6.1 Modelagem do Time Series Transformer Multivariado

A primeira implementacdo de modelo transformer feita no trabalho utiliza do
algoritmo Time Series Transformer da biblioteca transformers do HuggingFace. Este
algoritmo implementa a arquitetura originalmente proposta pelo artigo “Attention is all
you need” (Vaswani et al., 2017) que introduziu a arquitetura. O algoritmo foi criado
com foco no problema univariado originalmente, mas suporte para problemas



multivariados, como o caso deste trabalho, foi adicionado apds algum tempo. Isso
mostra um dos problemas enfrentados nesse trabalho: diversos algoritmos e trabalhos
relacionados a séries temporais presumem um problema de previsdo univariada, o que
neste caso € ruim, pois hd uma abundancia de dados relevantes que podem ser utilizados
para modelar relagdes complexas entre as features. Por isso, decidiu-se por criar duas
implementagdes diferentes para cada arquitetura transformer utilizada, uma variante
univariada e outra multivariada. O artigo que introduz o Autoformer (Wu, Haixu, et al.,
2021) destaca que o desempenho da implementacdo univariada do estudo superou a
implementa¢do multivariada em um problema de regressdo, o que mostra a relevancia
desta questdo.

O algoritmo possui diversos hiperpardmetros, a melhor configuracdo neste caso
possuia 8 camadas no encoder e no decoder, com 32 neur6nios em cada camada e o
treinamento foi feito utilizando o otimizador Adam, por 4 épocas, utilizando batches
com 512 instancias de treino.

3.3.6.2 Validacdo do modelo Time Series Transformer Multivariado

A validagao foi feita da mesma maneira que os dois modelos anteriores. A seguir
estdo os resultados encontrados:
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Figura 16. Resultados da validacao do Time Series Transformer Multivariado



Como pode ser observado na Figura 16, o RMSE do modelo Time Series
Transformer oscila entre valores de 1,5 a 2. Os valores encontrados sdo similares aos
observados na validagdo do modelo XGBoost, mas sdo piores que os encontrados na
validagdo da rede neural LSTM. Novamente, temos um modelo que apresenta resultado
surpreendente e contra intuitivo quanto a variagao do erro conforme a distancia temporal
da previsdo cresce, o erro do modelo quando a distancia temporal ¢ de 1 minuto ¢ menor
que quando a distancia ¢ de 20 minutos.

Apesar do desempenho ser pior quando comparado a rede neural LSTM, o
modelo ainda apresenta erros menores que o desvio padrao da variavel alvo, que seria o
erro esperado da estratégia ingénua descrita anteriormente.

3.3.6.3 Modelagem do modelo Autoformer Multivariado

r

O Autoformer ¢ uma arquitetura de rede neural transformer criada
especificamente para lidar com séries temporais. Ele incorpora diversos mecanismos de
decomposicdo das séries temporais € um mecanismo de autocorrelacdo. Assim como no
caso do Time Series Transformer, o algoritmo foi criado e testado majoritariamente em
séries temporais univariadas e apresentou resultados piores quando incorporando
multiplas varidaveis do que modelando apenas a variavel alvo em bases de dados que
permitiam essa comparacao (Wu, Haixu, et al., 2021). Apesar dessa ressalva, o
Autoformer apresentou resultados relevantes a época de publicacdo do artigo que
introduziu a arquitetura, como uma melhora de 38% em benchmarks que cobriam uma
série de aplicagdes de previsao a longo prazo, como meteorologia e trafego urbano. O
fato de que a arquitetura se saiu bem em previsdes a longo prazo o torna muito relevante
neste caso, devido ao desejo de se observar como a distancia temporal afeta o erro, e por
1sso o algoritmo se mostrou promissor.

Apesar das expectativas iniciais, a modelagem do Autoformer multivariado foi
muito problematica, o modelo durante o treinamento demorava muito a convergir, 0s
erros de treinamento eram muito grandes e os de validagdo mais ainda. Nao foi possivel
descobrir ao certo o que causou os problemas, mas os problemas parecem estar
relacionados com a dimensionalidade dos dados, como dito anteriormente, o modelo
apresentou problemas para modelar as relagdes entre as diferentes séries temporais no
estudo original que o propos.

A validacdo do modelo foi realizada, mas os erros se mostraram muito acima de
um limiar razoavel, apesar de varias modificagdes nos hiperpardmetros. Estes problemas
ndo se repetiram nos outros casos, € a arquitetura pode ser testada com uma variante
univariada.

3.3.6.4 Modelagem do modelo Informer Multivariado

Assim como o Autoformer, o Informer é uma arquitetura de rede neural
transformer criada com o intuito de lidar com séries temporais, com enfoque especial a
problemas de precisdo a longo prazo. O artigo que introduziu a arquitetura venceu o
prémio de melhor artigo da conferéncia da AAAI em 2021. A arquitetura ¢ baseada na
arquitetura transformer original, mas com algumas modificagdes: mecanismo de



auto-atengao ProbSparse, que reduz significativamente a complexidade de tempo e
memoria associada com o mecanismo de auto-atengdo dos transformer convencionais e
apresenta desempenho comparavel em termos de alinhamento de dependéncias
sequenciais; um processo de “destilagdo” para reducdo do tamanho do input entre
camadas da rede e um decoder que, ao contrario dos modelos transformer convencionais
e do modelo anterior, realize todas as previsoes do horizonte de previsdes
pré-determinado em apenas um passo, ao contrario dos demai modelos que o fazem
passo-a-passo, geralmente de maneira autoregressiva (utilizando das proprias previsdes
como input para as previsoes seguintes). Essas modificagdes tornam o modelo muito
mais flexivel e rapido, a complexidade da previsdo pelo decoder, por exemplo, cai de
O(h), onde h ¢ o tamanho do horizonte de previsoes, para O(1).(Zhou, Haoyi, et al.,
2021). Todas as modificacdes feitas tentam tratar de problemas de complexidade de
tempo e de memdria, 0 que por si s6 ndo é evidéncia de que o modelo captura relagdes
temporais longas nas séries de forma melhor que a implementagdo original da
arquitetura, entdo por que o modelo apresentaria melhores resultados para previsoes de
longo prazo? Porque as reducdes de complexidade tornam mais vidvel a utilizagdo de
mais dados. Por isso, este modelo foi treinado com mais lags que os demais, pois seu
treinamento e validacdo se mostraram extremamente eficientes em termos de memoria e
tempo, consumindo a mesma quantidade de tempo, mas processando quantidades
maiores de dados.

Os hiperparametros a serem determinados eram os mesmos do algoritmo Time
Series Transformer, e, portanto, se encontrou a melhor configuracdo para o modelo, com
8 camadas de neurdnios no encoder e decoder e 32 neurdnios em cada camada. O fato de
a melhor configuracdo encontrada ter sido a mesma para ambos os modelos ndo € uma
coincidéncia considerando os resultados encontrados na validacio do Informer, que
mostraram que os dois modelos multivariados possuem muitas similaridades em seu
comportamento.

3.3.6.5 Validacao do modelo Informer Multivariado

A validagao foi feita da mesma maneira que nos casos anteriores, a seguir estao
os resultados encontrados:
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Figura 17. Resultados da validacao do Informer Multivariado

Como pode ser observado na Figura 17, os resultados encontrados para o modelo
Informer sdo muito similares aos encontrados na validacao do modelo transformer sem
modificagdes, mesmo com o Informer tendo sido treinado com mais lags no treino. E
claro que os erros encontrados ndo foram idénticos nos dois casos, mas a semelhanga
tanto na magnitude dos erros, que variam entre 1,5 e 2 em ambos 0s casos, quanto nas
variagoes ao longo do grafico sdo muito parecidas. Essa constatagdo ¢ no minimo
curiosa, mas pode ser explicada: o modelo transformer original ja incorporava uma
grande quantidade de lags, e, como ressaltado anteriormente, a arquitetura do modelo
Informer introduz modificagdes que teoricamente impactaram apenas a complexidade de
tempo ¢ memoria do transformer original, portanto funcionalmente, a arquitetura do
modelo ¢ a mesma, e os dados utilizados para treinamento foram os mesmos € estes
foram processados na mesma ordem em ambos os treinamentos. Portanto, o que aparenta
ter ocorrido neste caso ¢ que o modelo Informer ndo aprendeu relagdes significativas
entre os /ags adicionais, e encontrou relagdes semelhantes as encontradas pelo modelo
transformer original. As pequenas diferencas observadas podem ser explicadas pelos

lags adicionais.
3.3.6.6 Modelagem do Time Series Transformer Univariado

Como ressaltado anteriormente, ¢ muito comum em séries temporais que
modelos univariados, aqueles que levam em consideragdo apenas valores passados da
variavel alvo para realizar suas previsoes, comumente superam modelos multivariados,
que teoricamente seriam capazes de modelar relagdes mais complexas nos dados. Além
disso, alguns artigos que propdem arquiteturas transformer, como o Autoformer (Wu,
Haixu, et al., 2021), mostram redes neurais transformer univariadas tendo desempenho
superior as variantes multivariadas. Além disso, por levarem em consideracao apenas os
valores da variavel alvo, os dados utilizados para treinamento dos modelos univariados
ocupam menos memoria e seu processamento ¢ mais rapido, perimitindo que essas redes
sejam treinadas de formas diferentes, com mais /ags. Devido a estes fatores, foram
construidos modelos univariados.



O Time Series Transformer univariado possuia os mesmos hiperpardmetros que o
modelo multivariado. A rede com melhor configuragdo possui 6 camadas no encoder e
decoder com 48 neurdnios em cada camada.

3.3.6.7 Validacio do Time Series Transformer Univariado

A validagdo foi feita da mesma maneira que nos casos anteriores, a seguir estao
os resultados encontrados:
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Figura 18. Resultados da validacao do Time Series Transformer Univariado

Como pode ser observado na Figura 18, ao contrario do que foi observado nas
demais validacdes, o Time Series Transformer ndo apresenta erros estaveis conforme o
horizonte de previsdes vai sendo expandido, mas isso nao torna os resultados menos
curiosos, ja que ao contrario do que esperaria intuitivamente, 0os erros parecem cair
conforme a distiancia temporal vai aumentando, os resultados foram bem inesperados. O
que eles podem indicar é que o modelo conseguiu modelar as relagdes a longo prazo
melhor que as de curto prazo. O resultado ¢ ainda mais surpreendente quando se
considera que o erro quando a distancia temporal da previsao ¢ 20 minutos chega a ficar
abaixo de 1, o melhor de todos os resultados. Apesar de surpreendentes e positivos, o
menor erro encontrado ainda ndo supera os resultados da LSTM. Além disso, quando a
distancia temporal é menor, como a 3 minutos, o erro supera 2,7, se aproximando o
desvio padrdo da variavel alvo, que seria o erro esperado da estratégia ingénua que preveé



a média todas as vezes, o que coloca em cheque o desempenho do modelo. Apesar dos
resultados relativamente positivos com grandes distancias temporais, (afinal, os dois
transformers multivariados construidos apresentaram desempenhos piores para janelas
deste tamanho) o desempenho para janelas menores parece ser bem insatifastorio.
Considere por exemplo, que a média da variavel alvo € cerca de 5 e ela permanece em
valores similares por boa parte do tempo e que quando a variavel alvo supera 10, uma
falha estd configurada, fica evidente que um erro de 2,7 na previsdo ¢ muito
significativo.

3.3.6.8 Modelagem do Autoformer Univariado

Ao contrario do que ocorreu com a variante multivariada do algoritmo
Autoformer, a versdo univariada foi implementada sem maiores problemas, sua melhor
configuracdo consistiu de 8§ camadas no encoder e decoder com 48 neurdnios em cada
camada.

3.3.6.9 Validacao do Autoformer Univariado

A validacdo foi feita da mesma maneira que nos casos anteriores, a seguir estao
os resultados encontrados:
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Figura 19. Resultados da validacao do Autoformer Univariado



Como pode ser observado na Figura 19, os resultados encontrados para o
Autoformer univariado sdo semelhantes aos encontrados na validagdao do Time Series
Transformer Multivariado e do Informer Multivariado, contudo, os resultados foram um
pouco melhores neste caso, mesmo que isso nao esteja visivel neste grafico. Assim como
com estes algoritmos anteriores, o0 modelo apresentou um erro estavel, pouco afetado
pela distancia temporal das previsdes, € que ao menos € menor que o desvio padrao do
alvo. Apesar da melhora nos resultados em relacdo aos transformer predecessores, o
Autoformer Univariado apresentou resultados significativamente piores que a LSTM
construida.

3.3.6.10 Modelagem do Informer Univariado

Assim como foi feito com os outros algoritmos, se implementou uma versao
univariada do modelo Informer, que foi construido com 6 camadas no encoder e decoder
e 48 neurdnios em cada camada, a mesma configuragdo do Time Series Transformer
Univariado.

3.3.6.11 Validacao do Informer Univariado

A validagao foi feita da mesma maneira que nos casos anteriores, a seguir estao
os resultados encontrados:
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Figura 20. Resultados da validacao do Informer Univariado

Assim como o Informer Multivariado apresentou validagao com resultados muito
semelhantes ao Time Series Transformer Multivariado, o Informer Univariado também
apresenta semelhangas no comportamento do seu erro com o Time Series Transformer



RMSE

Univariado. Apesar das diferengas entre os erros serem muito maiores neste caso, ambos
apresentam tendéncia de queda conforme a distdncia temporal vai sendo aumentada. Por
outro lado, o erro do Informer Univariado ¢ bem mais estavel que o do Time Series
Transformer, enquanto o erro do Informer nas menores distancias temporais ¢ bem
menor, para maiores distancias o Time Series Transformer apresenta desempenho bem
superior. O maior erro encontrado nas janelas de previsao do Informer foi cerca de 2,4 e
o menor cerca de 1,3 (superando os demais transformers na maior janela testada).

3.3.6.12 Comparaciao geral dos modelos

A fim de visualizar o desempenho dos modelos comparativamente, foi plotado
um grafico com a performance de cada um para cada distancia temporal de previsao. O
modelo ARIMA e o modelo Autoformer Multivariado foram excluidos dessa
comparagdo, por terem apresentado desempenhos muito ruins em comparagdo com 0s
demais. Além disso, em subsec¢Oes anteriores foram destacadas peculiaridades do
modelo ARIMA que inviabilizaram a realiza¢do da sua validagdo da mesma maneira que
foi feita com os demais modelos. Uma estratégia de mean guessing foi incluida. Esta
estratégia ¢ a estratégia ingénua mencionada anteriormente, ou seja, o erro de um
modelo que sempre prevesse a média da variavel alvo.
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Figura 21. Quadro comparativo dos modelos desenvolvidos




O quadro mostra claramente a superioridade da rede neural LSTM em relagado
aos demais modelos. O erro deste modelo € o menor de todos para quase todas as janelas
de previsao, com exce¢do relevante da maior janela de todas, quando a LSTM ¢
superada pelo Time Series Transformer Univariado. Além dos resultados
impressionantes da LSTM em comparacdo com os demais, ¢ notdvel também a
tendéncia de queda no erro apresentada pelos Time Series Transformer e Informer
univariados. E possivel que estes modelos tenham sido capazes de modelar
relacionamentos a longo prazo na varidvel alvo melhor do que os relacionamentos de
curto prazo, por mais contraintuitivo isso seja. O fato de que esse comportamento nao
foi observado no outro modelo univariado, o Autoformer, ¢ um indicio de que o
mecanismo de auto-atenc¢do tradicional teve melhor capacidade de modelar as relagdes
de longo prazo do que o Autoformer, mesmo sendo uma arquitetura desenhada

especificamente para tarefas de previsao a longo prazo.

Os modelos transformers multivariados, o Autoformer Univariado € o modelo
XGBoost apresentaram desempenho bastante proximo, sugerindo que os transformers
nao foram capazes de modelar relacdes muito complexas nos dados, considerando que
ndo se sairam muito melhor que um modelo de aprendizado de maquina classico, o
mecanismo de auto-aten¢do ndo parece ter sido potencializado pelos modelos.

Por outro lado, como o grafico evidencia, todos os modelos se sairam melhor que
a estratégia ingénua, que fornece um baseline bem util neste caso, ja que pode ser
utilizada para futuramente determinar a viabilidade da aplicacdo de alguns destes
modelos.

4. Conclusao e trabalhos futuros

Este trabalho explorou a aplicagdo do aprendizado de maquina para a previsao
de falhas no processo de desodorizagao de alimentos. A partir da analise exploratdria de
dados e do pré-processamento de dados de séries temporais, foram desenvolvidos
modelos utilizando o modelo ARIMA, o algoritmo XGBoost e redes neurais de
arquitetura LSTM e Transformer. Os resultados iniciais indicaram que o modelo
ARIMA nao foi tdo eficaz, o que era esperado devido a natureza simples e univariada do
algoritmo. Além disso, o modelo multivariado baseado na arquitetura Autoformer
apresentou muitos problemas no processo de implementacdo e erros muito acima do
esperado e ndo se mostrou nem um pouco viavel.

Os demais modelos foram implementados e avaliados como planejado,
buscando-se observar o frade-off existente entre antecedéncia de uma previsdo e
qualidade da mesma. As validagdes apresentaram resultados bastante surpreendentes e
intrigantes: todos os modelos mostraram-se ao menos tao efetivos nas maiores
distancias temporais quanto nas menores € alguns se mostraram bem melhores quando
lidando com horizontes de previsdo maiores, caso do Time Series Transformer
Univariado e do Informer Univariado. Como ressaltado anteriormente, estes dois
algoritmos possuem diversas similaridades e ndo foi surpreendente que eles tenham
apresentado desempenho tao similar tanto no caso univariado quanto no multivariado.

Apesar de nas menores distancias de previsdes os modelos multivariados terem



apresentado superioridade em relagdo aos seus equivalentes univariados, os resultados
encontrados parecem ao menos em parte corroborar uma tendéncia apresentada em
outros trabalhos com o artigo introdutor do Autoformer: transformers apresentando
dificuldades em modelar relagdes cruzadas nas diferentes séries temporais. Isso fica
muito evidente quando se observa o desempenho do Autoformer Univariado em
comparagdo com 0s transformers multivariados, os resultados sao similares, mas em
todas as janelas de previsdes ha uma pequena vantagem do Autoformer Univariado, que
por sinal, ¢ bem mais eficiente em termos de recursos computacionais pela
dimensionalidade muito reduzida do dado.

De todos os resultados encontrados, o mais surpreendente foi o desempenho da
rede neural LSTM. Além de superar os modelos Transformer, que vém substituindo
redes LSTM em diversas aplicagdes, a LSTM apresentou erro bastante estavel, e
enquanto os demais modelos se mostraram no maximo duas vezes melhores que a
estratégia ingénua, a LSTM apresenta erro cerca de trés vezes menor para a maioria das
distancias temporais, o que evidencia maior significancia dos resultados. Isso ndo
significa que seria viavel implantar este modelo na cadeia de produgdo da industria
alimenticia, apenas indica que a rede LSTM se mostrou melhor que os demais modelos.
E possivel que a LSTM tenha se saido melhor devido a dificuldades dos modelos
transformers implementados de modelar relagdes entre as diferentes features, enquanto
a LSTM tenha sido capaz de fazer o mesmo, afinal, vale ressaltar, a rede LSTM
desenvolvida era multivariada, ou seja, as diversas features sobre temperatura dos
componentes do desodorizador, pressao de vapor, etc. sao levadas em consideracao pelo
modelo.

Seria interessante em trabalhos futuros explorar arquiteturas que atacam
exatamente este problema mencionado, que possivelmente explica o porqué dos
modelos Transformer multivariados ndo terem se saido tdo bem: a dificuldade de
modelar relacOes entre diferentes séries temporais. Uma das arquiteturas mais
interessantes que foram introduzidas recentemente ¢ o CrossFormer (Zeng, Chen et al.
2023), cuja aplicacdo em um contexto similar ao deste trabalho seria extremamente
pertinente.
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