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Crowdsourcing technology offers exciting possibilities for local governments. Specifically,
citizens are increasingly taking part in reporting and discussing issues related to their
neighborhood and problems they encounter on a daily basis, such as overflowing trash-
bins, broken footpaths and lifts, illegal graffiti, and potholes. Pervasive citizen participa-
tion enables local governments to respond more efficiently to these urban issues. This
interaction between citizens and municipalities is largely promoted by civic engagement
platforms, such as See-Click-Fix, FixMyStreet, CitySourced, and OpenIDEO, which allow
citizens to report urban issues by entering free text describing what needs to be done,
fixed or changed. In order to develop appropriate action plans and priorities, government
officials need to figure out how urgent are the reported issues. In this paper we propose to
estimate the urgency of urban issues by mining different emotions that are implicit in the
text describing the issue. More specifically, a reported issue is first categorized according
to the emotions expressed in it, and then the corresponding emotion scores are combined
in order to produce a final urgency level for the reported issue. Our experiments use the
SeeClickFix hackathon data and diverse emotion classification algorithms. They indicate
that (i) emotions can be categorized efficiently with supervised learning algorithms,
and (ii) the use of citizen emotions leads to accurate urgency estimates. Further,
using additional features such as the type of issue or its author leads to no further
accuracy gains.
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1. Introduction way of monitoring urban environments, and thus munici-

pality's resources can be redirected to effectively fixing the

City maintenance is extremely expensive, since it
involves monitoring and fixing a variety of complex issues
related to public safety, environmental problems, and qual-
ity of life. In particular, monitoring urban issues (e.g., pot-
holes, damaged street signs, graffiti, street light issues,
damaged trees, park maintenance) usually requires a large
number of employees working on a permanent basis.
Alternatively, crowdsourcing can promote a participatory
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reported issues. As citizens are increasingly equipped with
smartphones, they are also increasingly able to perform
pervasive crowdsourcing at urban level, that is, to report
urban issues with GPS location directly to the city's appro-
priate department. This model of crowdsourced city enables
not only better resource allocation, but also fine-grained
monitoring capabilities.

Early examples of crowdsourcing platforms for mon-
itoring urban issues include See-Click-Fix,! FixMyStreet,?

1 seeclickfix.com
2 www.fixmystreet.com
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CitySourced,®> and OpenIDEO.* These platforms enables
citizens to report issues by entering a description of what
needs to be done, fixed or changed. As an example, Fig. 1
shows a report extracted from seeclickfix.com/issues/
1273509-turns-on-and-off-all-night. Citizens may also
vote for specific issues, thus endorsing the wish that the
problem is solved. While the number of votes an issue
receives ultimately reflects its urgency to be solved,
acquiring a significant number of votes may take several
days or weeks, leading to ineffective and late responses. In
order to become more responsive, government officials
must be able to prioritize more urgent issues, and thus
estimating the number of votes an issue will receive may
help officials to better meet the needs and concerns of the
citizens.

We here are interested in estimating the urgency of a
reported issue by the number of votes it receives, and we
investigate the extent to which the textual description by
itself determines the urgency of the reported issue. We
observed that issues are usually described in an opinative
way, but with different viewpoints and inclinations. Thus,
we hypothesize that emotions® that are implicit in the
textual description of an issue (i.e., fear, distress, shame)
may be a good evidence of its urgency. We propose
algorithms for categorizing the reported issues according
to the emotions expressed in their textual description, and
then we exploit the corresponding emotion scores in order
to estimate the number of votes the reported issue will
receive. Since such estimates are made based solely on the
text used to describe the issue, government officials may
have an immediate view of the urgency of the issues,
enabling them to prioritize solving problems that are more
urgent according to the citizens.

Experiments using real data obtained from the See-
ClickFix hackathon (www.meetup.com/software/events/
138126482) demonstrated the effectiveness of exploiting
citizen emotions for the sake of estimating the urgency of
urban issues. Specifically, we evaluated a set of emotion
classification algorithms and conclude that estimates
based on emotions implicit in the textual description
are significantly more accurate than estimates obtained
directly from the text. Also, using additional features
related to the author of the issue and to the type of the
issue leads to no further significant gains.

2. Related work

2.1. Participatory sensing and crowdsourcing in urban
spaces

The revolution in communication and crowdsourcing
[4,5] technologies has been changing not only the daily
lives of people but also the interactions between govern-
ments and citizens. In recent years, many efforts have been

3 www.citysourced.com

4 openideo.com

5 Although there is not an exact definition for the concept of
emotion, most agree that emotions are reactions to events deemed
relevant to the needs, goals, or concerns of an individual.

made in order to understand these interactions. Kanhere
[13] provides a comprehensive overview of these efforts.

For Chun et al. [8], the final stage of transformation of
“open government”, the so-called Government 2.0, implies
that information should flow not only from the govern-
ment to the citizens but also from citizens to the govern-
ment and among citizens. It will require principles,
functions and technological enablers to lead to a transfor-
mative and participatory model. Participation encourages
the public engagement by increasing opportunities for the
public to participate in policy making. They also define
Web 2.0 as a collection of social media through which
individuals are active participants in creating, organizing,
editing, combining, sharing, commenting, and rating Web
content as well as forming a social network through
interacting and linking to each other and state that the
required functions of Government 2.0 can be achieved by
adopting the Web 2.0 technologies.

Kavanaugh et al. [14] make an exploratory study of
using traditional social media content as Twitter, Face-
book, Flickr and YouTube, to detect, in real time, spikes in
activity related to issues concerning public safety. Analyz-
ing information from multiple social media sources should
be possible to identify convergence situations (meaningful
patterns and trends) and it will help, among other things,
in treat crisis situations, from the routine (e.g., traffic,
weather crises) to the critical (e.g., earthquakes, floods).
This is difficult once a lot of noise should be filtered to
make the information useful and reliable. To accomplish
its goal, they employed mining techniques covering multi-
ple media types (i.e., text, audio, image, and video). Also,
they developed tools to recognize events and to help the
visualization of the “big picture” of social media activity
and content, and changes in both over time.

Handte et al. [10] proposed methods for crowd density
estimation for improving public transportation. Spec-
ifically, the authors proposed approaches to estimate
the number of passengers in a vehicle. Artikis et al. [1]
presented a system for heterogeneous stream processing
and crowdsourcing supporting intelligent urban traffic
management, and Schnitzler et al. [21] provide an over-
view of an intelligent urban traffic management system,
including approaches for dealing with complex events
such as congestions. Litou et al. [15] proposed an approach
for emergency notification using online social networks.
The proposed approach selects the most efficient routes to
maximize the information reach.

2.2. Sentiment analysis and emotion classification

Sentiment analysis methods are typically divided into
two broad categories: those that are based on lexical
approaches and those that are based on machine learning
algorithms. One advantage of learning-based methods is
their ability to adapt and create trained models for specific
purposes and contexts. In contrast, lexical-based methods
make use of a predefined list of words, where each word is
associated with a specific sentiment. Next we will focus on
learning-based methods, since this is the approach we will
follow in this paper.
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Turns on and off all night - Closed
131 Fell St San Frar Show on map

e ar ancisco, calliornia

Request number: 1273509
Views: 15 times

Subdivision: San Francisco
Reported via: Mobile Application
Reported: in 07/09/2014
Service Request ID: 3988282

DESCRIPTION
Turns on for two minutes then is off for another two. All night.

Fig. 1. A reported issue. The description indicates a lighting issue.

Multiple variants of machine learning algorithms, such
as SVMs and Naive Bayes, have been used for sentiment
classification. Pang et al. [19] used such algorithms to
investigate the effectiveness of classification of documents
by overall sentiment. Experiments demonstrated that
machine learning algorithms are better than human pro-
duced baseline for sentiment analysis on movie review
data. Features based on unigrams and bigrams are used for
classification. Learning algorithms included Naive Bayes,
Maximum Entropy, and SVMs. Interestingly, the authors
suggested that the evaluated learning algorithms are
better than human baselines for sentiment classification.
Chaovalit and Zhou [7] investigated movie review mining
using machine learning algorithms and semantic orienta-
tion. Specifically, supervised classification algorithms are
used in the proposed approach to classify the movie
review.

Zhu et al. [27,28] proposed aspect based opinion polling
from free form textual customers reviews. The aspect
related terms used for aspect identification were learned
using multi-aspect bootstrapping. Bikel and Sorensen [3]
implemented a Subsequence Kernel based Voted Percep-
tron and compared its performance with standard SVMs. It
is observed that as the number of true positives increases,
the increase in the number of false positives is much less
in Subsequence Kernel based voted Perceptrons compared
to SVM.

Manually labeling training data can be time-con-
suming. To reduce the labeling effort, opinion words can
be utilized in the training procedure. Tan et al. [23] used
opinion words to label a portion of informative examples
and then learn a new supervised classifier based on
labeled ones. A similar approach is also used in Qiu et al.
[20]. In addition, opinion words can be utilized to increase
the sentiment classification accuracy. Melville et al. [18]
proposed a framework to incorporate lexical knowledge in
supervised learning to enhance accuracy. Ensembles have
also been evaluated for the sake of sentiment analysis. An
ensemble works by combining the outputs of several base
classification models to form an integrated output. Xia
et al. [26] proposed different ensembles and made a
comparative study of their effectiveness for sentiment
classification. Gomide et al. [9] estimate the overall online
sentiment expressed by the Brazilian population during

the Dengue season, and exploit the obtained sentiment
scores to anticipate outbreaks. As a result, Dengue inci-
dence has been reduced by 20% in Brazil.

3. Urgency estimates based on citizen emotions

Our main objective in this paper is to investigate if the
emotions associated with a reported issue (i.e., the dis-
tribution of emotions) are indicative of its urgency to be
solved. Basic emotions are thought to be somewhat uni-
versal, and several scales have been developed for captur-
ing emotions reported by people (typically less than 10
emotions are suggested). Since urban issues are expected
to be associated with negative emotions, we decided to
use the PANAS negative scale [24], which includes the
following emotions: distress, disillusion, shame, hostility,
irritability, anxiety, jitters, fright, and fear. Specifically,
our basic assumption is that we can fit a model which
estimates the urgency of the reported issues based on the
different emotions implicit on the corresponding textual
descriptions. Thus, we divided the task of estimating the
urgency of urban issues based on citizen emotions into
two separate steps:

® Emotion classification: The input for the emotion classi-
fication problem is a training set (referred to as D)
which consists of a set of records of the form (d,S),
where d is the textual description of a reported issue
(represented as a set of terms), and S is a set of
emotions associated with the reported issue (i.e., an
arbitrary issue may evoke more than one emotion). The
training set is used to build functions relating textual
patterns in the descriptions of the issues to the emo-
tions associated with them. A set of future issues
(referred to as 7) consists of records of the form (d,?)
for which only the terms in the description d are
known, while the emotions associated with t are
unknown. Classification models obtained from D are
used to score the emotions associated with each
reported issue in 7. The result is a set {X1,Xa,...,Xg},
where each x; is the probability associated with a
specific emotion i in the PANAS negative scale. Fig. 2
illustrates how different emotions may be distributed
over two reported issues. The objective of an emotion
classification algorithm is to approximate as best as
possible the true distribution of emotions for each
reported issue.

® Urgency estimate: The input for the urgency estimate
problem is a training set (referred to as D’) which
consists of a set of records of the form (E, v), where E is
the emotion distribution of a reported issue (repre-
sented as a vector of nine emotion probabilities
{X1,X2,...,X9}), and v is the number of votes the
reported issue has received. The training set is used to
build a function relating the emotion distribution of an
issue to the number of votes it received. A set of future
issues (referred to as 7') consists of records of the
form (E,?) for which only the emotion estimates E
are known, while the number of votes v associated
with the corresponding issue is unknown. Regression
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Fig. 2. Distribution of emotions obtained from the textual descriptions of
two illustrative issues. Emotion classification aims at approximating as
best as possible these distributions. Our hypothesis is that the urgency of
an issue can be efficiently estimated by the emotion distribution
extracted from the corresponding textual descriptions.

models obtained from D’ are used to estimate the
number of votes for each reported issue in 7'.

Next, we discuss the features and algorithms used to
solve the emotion classification problem. Then, we discuss
algorithms for estimating the urgency of reported issues
based on the emotions associated with them.

3.1. Feature engineering and emotion classification
algorithms

As most supervised learning applications, the main task
of emotion classification is to engineer an effective set of
features [16]. In this work we consider features that can be
derived from textual descriptions of urban issues:

® [ndividual words and word bi-grams in the textual
description of the reported issue.

® The author of the textual description.

® The type of the issue being described.

® The number of terms composing the textual des-
cription.

Given the above features, any existing supervised
learning algorithm can be applied to emotion classification
[16]. Specifically, we investigate three algorithms: Naive
Bayes, Support Vector Machines, and Associative Classi-
fiers [19,12,9,22,17], which are briefly described next:

® Naive Bayes (NB): This algorithm computes the prob-
ability of an emotion s given a reported issue d as

d
plsid) ~ 2= )

To estimate the term p(d|s), the algorithm decompo-
ses it by assuming that features are conditionally

independent given s:

_ ps) x (ITip(fils))
p(dls) = )

where each f; is a feature of d.

® Support Vector Machines (SVM): This algorithm finds a
hyperplane that separates reported issues according to
emotions expressed in them. The separation, or margin,
is as large as possible. The algorithm returns a decision
function h(d), so that the probability of an emotion s
given a reported issue d is given as

1
p(S‘d) =1 Feah@+b’

where a and b are estimated by minimizing the
negative log-likelihood function in D.

® Associative Classifier (AC): This algorithm receives an
arbitrary reported issue d and extracts association rules
{X—s} from D, such that X =d. These rules have a
confidence factor, denoted as @, which corresponds to a
weak estimate of p(s|d). The final estimate of p(s|d) is
given as

.

p(s|d) = Z+9i
where r is the total number of rules {X—s} for which
Xcd.

3.2. Fitting urgency estimates

We experiment with two regression algorithms, which
produce as output a real value that represents the urgency
of a reported issue.

® Ordinary Least Squares (OLS): The first algorithm is an
ordinary least squares multivariate linear regression
model. It estimates the number of votes v* an issue
will receive as a linear function of nine predictor
variables x1,xa,...,xg (i.e, V¥ =+ x X1+, x X2+
...+ Bq x X9). Each x; is the probability associated with a
specific emotion. Model parameters f,,/, ...,y are
determined by the minimization of the least squared
errors [11] in the training set D'.

® Support Vector Regression (SVR): We also consider the
more sophisticated Support Vector Regression algo-
rithm [2], a state-of-the-art regression algorithm.
Unlike the OLS model, SVR does not consider errors
that are within a certain distance of the true value
(within the margin). It also allows the use of different
kernel functions, which help solving a larger set of
problems, compared to linear regression. We use both
linear and radial basis function (RBF) kernels, available
in the LIBSVM package [6], as the latter handles non-
linear relationships.

4. Experimental section
In this section we empirically analyze the performance

of the algorithms for emotion classification and urge-
ncy estimation. We employ p@k (precision at the first k
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predicted emotions) as the basic evaluation measure in
order to assess emotion classification performance. We
employ RMSE (Root Mean Square Error) and MAP (Mean
Average Precision) in order to assess regression and rank-
ing performance. RMSE evaluates how close are v; and v,
which are respectively the actual and the estimated
number of votes received by issue ie7’. MAP evaluates
how two ranked lists correlate to each other. That is, we
sort the reported issues using v; and v{ and then compare
how the obtained ranked lists correlate. Next we present
relevant information about the dataset used in our experi-
ments, and then we discuss our experimental methodol-
ogy and the results obtained.

4.1. Dataset

Our experiments use the SeeClickFix hackathon data,
which consist of 3-1-1 reported issues from four cities
(Oakland, Richmond, New Haven, Chicago) covering the
time period from 1-1-2012 to 4-1-2013. SeeClickFix.com is
a web-based service designed to help citizens report non-
emergency issues in their neighborhood. Submissions can
be made via a web interface, by iPhone, Blackberry and
Android reporting apps and Facebook application. The data
come with several attributes, including the textual
description of the issue, the author and type of the issue,
and the number of votes it has received. We randomly
selected 30,000 reports, which were then labeled by at
least 3 human annotators, who were asked to label each
issue with all the emotions that they thought to be implicit
in the textual description. A total of 2818 reported issues
do not express emotions, and in this case all probability
values are set to 0. Thus the final dataset we used in our
experiments is composed of 30,000 reported issues along
with the emotions that are implicit in them.

Fig. 3 (Left) shows the word frequency distribution,
while Fig. 3 (Right) shows the cumulative distribution
function for the number of votes associated with reports.
Most of the reports (about 72%) received only one vote,
and less than 1% of the reports received more than 10
votes. Fig. 4 shows the average number of words for each
type of issue. Some types of issue are usually associated
with long textual descriptions ( > 60 words), while other
types of issue are usually associated with short textual
descriptions ( < 20 words). Fig. 5 shows the frequency of
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each type of issue. Specifically, issues related to trash, trees
and potholes correspond to more than 30% of all issues. On
the other hand, issues related to lost and found items, or to
public art are rarely reported by citizens. Figs. 6 and 7
show the total and the average number of votes depending
on the type of issue, respectively. Fig. 8 shows the relation-
ship between urgency and frequency for different types of
issue. Not always the most frequent issue is the most voted
one. Issues related to hydrant occupy the 7th position in
term of frequency (2209 occurrences), but only the 13th
position in the list of the most voted (2796 votes). This
suggests that despite many citizens register issues about
hydrant, few citizens (or at least not in the same propor-
tion) actually consider it a relevant problem. The inverse
situation may also happen: there are 106 reported issues
related to drug dealing and this type of issue occupies the
21th position in the list of occurrences. But in the list of
votes, it is in the 17th position, revealing the natural
concern citizens have about drug dealing. Finally, Fig. 9
shows how different emotions are distributed over the
reported issues. More than 40% of the reported issues
show some irritability from the author of the issue.
Disillusion is also an emotion that is frequently shown
by citizens when reporting issues. Shame and hostility are
the emotions with less occurrences. A reported issue has,
on average, 2.38 emotions assigned to it.

4.2. Experimental methodology

First, we conducted 5-fold cross validation for evaluat-
ing the emotion classification step. Thus, the original
dataset with the textual description (and possible addi-
tional features) was arranged into five folds, including
training and test sets (i.e., D and 7). After classifying the
emotions for all reported issues, another dataset is formed
where each record consists of the emotion distribution for
the corresponding reported issue. Then, a second round of
5-fold cross-validation was performed in order to evaluate
the urgency estimate step. Again, the dataset with emotion
distributions was arranged into five folds, including train-
ing and test sets (i.e, D and 7'). For both emotion
classification and urgency estimate steps, the results
reported are the average of the five runs, and we used
the Wilcoxon signed-rank test [25] for determining if the
difference in performance was statically meaningful. All
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Fig. 3. Left - word frequency distribution. Right — cumulative distribution function for the number of votes.
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Fig. 8. Relationship between urgency and frequency for different types of issue. U(x) gives the position of the type of issue x in terms of the average number
of votes. F(x) gives the position of the type of issue x in terms of its frequency.
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Fig. 9. Frequency of emotions. Note that frequencies do not sum up to 1 because the same reported issue may be associated with multiple emotions.

parameters used correspond to the ones that lead to the
best performance.

4.3. Emotion classification

We next evaluate the emotion classification perfor-
mance associated with different supervised learning

algorithms, namely Naive Bayes (NB), Support Vector
Machines (SVM), and Associative Classifier (AC). Fig. 10
shows p@k and r@k numbers for different values of k.
Specifically, for each reported issue in the test set 7, we
separate the k emotions associated with the highest
scores, and compared this with the true set of emotions
associated with the issue. All three algorithms show
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Fig. 11. RMSE numbers associated with different types of issue.

very similar performance. Precision numbers range from
~0.805 to ~0.770, while recall numbers range from
~ 805 to ~ 820, as the value of k increases. This suggests
that supervised learning is an effective method for captur-
ing emotions that are implicit in the reported issues.

We also evaluate possible precision improvements due
to the inclusion of additional features, such as the author
of the issue, the type of the issue, or the number of words
in the textual description of the issue. The type of the issue
showed to be the best additional feature, but still, it was
unable to provide significant improvements when com-
pared with the scenario where only the textual description
is given to the emotion classification algorithm. Employing
the length of the issue as additional feature (as well as the
author), provided almost no improvement in terms of
precision. From now on we will proceed with experiments
that employ only the words in the textual description as
features for emotion classification.

4.4. Urgency estimate

The urgency of an issue is given by the number of votes
it has received. Now, we turn our attention to investigate
how effectively we can estimate the number of votes an
issue will receive based solely on the emotions extracted
from its textual description (after the emotion classifica-
tion step). Fig. 11 shows RMSE numbers for the different

Table 1
MAP numbers for SVR and OLS algorithms.

Algorithm MAP
SVR Emotion distribution 0.833
OLS Emotion distribution 0.791
SVR Textual description 0.566
OLS Textual description 0.526

types of issue. Lower numbers are obtained for issues that
usually receives less votes (e.g., hydrant and tree). Also,
issues that usually receives more votes are also those with
higher RMSE numbers (e.g., drug dealing and bad driving).
Finally, SVR shows a significant superior performance
when compared with OLS.

Our last experiment is devoted to investigate the
ranking performance of SVR and OLS algorithms. Both
algorithms were evaluated under two scenarios: (i) the
regression model was built from the distribution of emo-
tions (after the emotion classification step), and (ii) the
regression model was built directly from the textual
description. Table 1 shows MAP numbers for SVR and
OLS under these two evaluation scenarios. Again, SVR
showed a significantly better performance when com-
pared with OLS. Finally, regression models built from the
distribution of emotions showed to be extremely better
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Fig. 12. Top- issues ranked according to their actual urgencies (i.e.,
number of votes). Middle and bottom - urgencies as predicted using
emotion distribution and textual description.

than the regression models built directly from the textual
descriptions. Fig. 12 shows the issues ranked by their
actual urgencies. The figure also shows the predicted
urgency of these issues, using either emotion distribution
or textual description.

5. Conclusions

Continuous advances in technology are helping govern-
ments to develop innovative approaches to serving the
public, making it easier to access government services,
communicate with government officials, and make valu-
able government information readily available to the
public. In this paper we investigate the important problem
of anticipating the urgency of urban issues based solely on
how citizens describe such issues. Often, citizens demon-
strate emotions such as irritability, fear, or distress, while
describing urban issues. We hypothesize that these emo-
tions are indicative of the urgency of the reported issues,
and we proposed a two-step approach to produce urgency
estimates. The first step, emotion classification, is devoted
to categorize an issue according to the emotions implicitly
expressed in the textual description of the issue. The
second step is devoted to estimate the urgency of the
issue based solely on the emotions categorized during the
first step. We conducted a systematic set of experiments
using data obtained from the SeeClickFix hackathon,
which demonstrated the effectiveness of the proposed
approach to estimate the urgency of urban issues based
on citizen emotions.
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