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1 Redes Neurais

1- Considere a rede com uma camada escondida mostrada abaixo:

Assumindo que cada neurénio de uma camada [I] aplica uma funcao f(Z!) =
Al onde Z é calculado como WA= 4 plll ¢ que a entrada pode ser escrita
como a camada zero: A[0] = x.

a) Quais sao as dimensdes de Wil gl Wil e pl2l?

b) Quais sio as dimensdes de ZI! e AM?

2- Além da sigméide, a tangente hiperbdlica e ReLLU sdo fungdes de ativagao
comumente utilizadas em redes neurais.

a) Encontre a derivada da tangente hiperbdlica tanhx = szrz::
speito a . Em qual valor de x a derivada atinge seu valor méximo?

com re-

b) Encontre a derivada da fungdo ReLU = max(0,x) para z < 0 e z > 0.



c) Sejam a,b constantes positivas. Expresse a derivada da fungdo f(z) =
a * tanh(bz) (sigmoide anti-simétrica) em termos da prépria funcao.

3- Considere uma rede neural com dois inputs X; e X5 e com duas camadas
escondidas, cada uma com dois nds. Assuma que os pesos estao distribuidos
de forma que os nds em cima na camada aplicam a sigmoéide na soma dos seus
inputs e que os nés em baixo aplicam a funcao tanh em seus inputs. O né de
saida aplica a ReLU na soma dos dois inputs. Desenhe esta rede. Escreva a
saida dessa rede neural como uma funcao de 1 e z2 em forma fechada.

4- Suponha que vocé tenha uma sequéncia de dados com duas features
bindrias, isto é, X = {(xgo),:rgo)), ey (a?gn), xé"))}, onde x(lz),:c(;) € {0,1}. Imag-
ine uma rede neural com 3 nds, como na figura abaixo, todos utilizam a funcao
de ativagdo ReLU(z) , o ultimo né (output) deve retornar 0 se o resultado é
Falso e um valor maior que zero se o resultado é Verdadeiro. Mostre como vocé
pode usar esta rede para calcular XOR(x1,x2). Ou seja, mostre os pesos dos
parametros dos nos hl, h2 e output para calcular o XOR.

Lembre-se que, o XOR(x1,x2), também chamado de ou ezclusivo, é Ver-
dadeiro quando 1 = 1 OU x5 = 1, porém é Falso quando z;1 = 1 E zo =1 e
quando x1 =0 E 25 = 0.
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5- Suponha que todos os nds de uma rede neural utilizam uma fungdo de
ativagdo linear, isto é, g(z) = x. Mostre que, quando utilizada essa funcao,
qualquer rede neural com 2 camadas é equivalente a uma rede de 1 camada. Ver-
ifique intuitivamente que esse resultado é valido independentemente do ntimero
de camadas (ndo precisa fazer contas).

Esse tipo de rede consegue classificar corretamente inputs de acordo com o
XOR (problema 4)?

6- Considere uma rede padrao de 3 camadas cuja entrada x possui dimensao
d x 1, a primeira camada da rede possui d unidades de entrada e possui somente
uma ativagao linear do tipo f(x) = x, a camada escondida possui ny unidades



escondidas e a camada final possui ¢ unidades de saida e o bias.
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a) Qual o ntimero total de pesos que existem na rede?
b) Mostre que se o sinal de cada peso da rede for trocado, a funcdo da

rede permanece inalterada, caso a fungao de ativagao usada for uma funcao par.
Lembre-se que, uma fungéo é par se e somente se f(—z) = f(x).

2 Backpropagation

7- Seja a funcdo f(x,y,2) = (r +y)z. dada pelo diagrama da figura abaixo.

X

a) Calcule as seguintes derivadas parciais:

of of of of of 9q 0dq

Oz’ Oy’ 0z’ 0q’ 0z’ 0x’ Oy’

b) Mostre passo a passo o calculo do backpropagation, considerando as en-
tradas = -2,y =5,z = —4
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—3.0,21 = —2.0,wy = —3. Construa o diagrama assim como na questao (1) e
refaga os passos das letras (a) e (b).

2- Seja a fungéo f(w,z) = onde wyg = 2.0,z = —1.0,w; =



