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Abstract As IPv6 deployment grows, it is important to develop new
measurement techniques that allow us to study the IPv6 Internet. We
implement an IPv6 version of the Multipath Detection Algorithm and
use it from 12 geographically-distributed vantage points on two differ-
ent platforms to characterize IPv6 routers that perform load balancing.
Overall, we find that 74% of IPv6 routes traverse at least one router
that performs load balancing. Similar to previous reports for IPv4, we
find per-destination is the most prevalent type of load balancing; sur-
prisingly, we find a significantly higher prevalence of per-packet load
balancing for IPv6 traffic than previously reported for IPv4. We investi-
gate which header fields are used for load balancing, and find that 4% of
IPv6 routers that perform load balancing consider IPv6’s Traffic Class
or Flow Label fields. Finally, we quantify how often routers modify the
Traffic Class and Flow Label IPv6 header fields and their impact on load
balancing.
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1 Introduction

The growing deployment of IPv6 [7] increases its relevance for application perfor-
mance and reliability. As a result, the networking community has developed new
(and adapted existing IPv4) measurement tools to collect datasets and study the
IPv6 Internet (e.g., [4,12]).

Topology measurements collected with traceroute serve a number of pur-
poses in Internet studies [17]. The introduction of Paris traceroute in 2006 [1]
showed that load balancing is widely used in the Internet and causes several
measurement artifacts in traceroute measurements. Since then, most traceroute
implementations—including those used in Ark, iPlane, and RIPE Atlas—were
updated to keep probe flow identifiers fixed to prevent load balancing and avoid
measurement artifacts. This approach is adequate for ongoing measurement cam-
paigns, as it prevents artifacts without increasing measurement cost; unfortu-
nately, it does not identify if routers perform load balancing.



Studying load balancing properties, like the number of simultaneous routes
between two networks, helps us understand the impact of load balancing on per-
formance (e.g., due to out-of-order packet delivery) and robustness (e.g., against
failures and congestion). Studying load balancing also provides insight into traffic
engineering practices.

In this paper we implemented an IPv6 version of the Multipath Detection
Algorithm (MDA) [16].2 Our implementation identifies routers that perform load
balancing and classifies load balancing behavior by systematically varying four
different fields in the IPv6 and TCP headers.

We analyze IPv6 route measurements from 12 vantage points distributed
across 7 countries in 3 continents. We characterize the prevalence of load balanc-
ing in the IPv6 Internet, different load balancing behaviors, and load balancing
properties such as asymmetry. We also study whether routers overwrite the IPv6
traffic class and flow label fields, which might impact load balancing. Whenever
possible, we compare our results against previous observations for IPv4 load
balancing by Augustin et al. [1]. Our main findings are:

— IPv6 load balancing is widespread, although less so than previously observed
for IPv4. We find 74% of IPv6 routes traverse at least one load balancer.

— Similar to IPv4, IPv6 per-destination is the most common class of load bal-
ancing. However, we find that IPv6 per-packet load balancing is significantly
more common than previously reported for IPv4.

— A non-negligible fraction (4%) of IPv6 routers performing load balancing
consider the traffic class and flow label header fields.

Our results further our understanding of the IPv6 Internet; as far as we are
aware, this is the first study of IPv6 load balancing. Although IPv6 and 1Pv4
load balancing have many similarities, we identify differences. In particular, the
higher prevalence of per-packet load balancing for IPv6 might negatively impact
TCP performance as a result of higher risk of packet reordering.

2 Load balancing

Load balancing is traffic engineering and can be configured manually or au-
tomatically by mechanisms such as ECMP and EIGRP. Motivations for load
balancing include increasing bandwidth and reducing maximum link utilization.
Figure 1 shows a route traversing four routers that perform load balancing (load
balancers) measured from a vantage point in the Linode cloud hosting service.

Load balancers choose the next hop of a packet based on a flow identifier
computed from the packet’s headers. Augustin et al. [1] defined three classes of
load balancers depending on what header fields are used as flow identifiers. In
decreasing order of load balancing granularity, the three classes are:

3 Code available at https://www.github.com/TopologyMapping/mda6.



Figure 1: Real route measurement with four load balancers (A, B,
C, and D) and two diamonds (A-D and D-E).

— Per-destination load balancers use a packet’s source and destination IP ad-
dresses as the packet’s flow identifier. This behavior ensures all packets ex-
changed between a source and a destination traverse the same sequence of
interfaces and experience similar performance.

— Per-flow load balancers use a 5-tuple—source and destination addresses,
source and destination ports, and protocol number—as the flow identifier.
This guarantees that all packets belonging to the same connection will follow
the same sequence of interfaces and experience similar performance. Different
connections between the same source and destination pair might traverse
different sequences of interfaces and experience different performance.

— Per-packet load balancers send packets to a random next hop regardless of
header field values. Per-packet load balancing may result in packets from the
same connection traversing different sequences of interfaces and experiencing
different performance. This incurs higher risk of packet reordering, which
might negatively impact traffic, e.g., decreasing TCP performance [5].

To detect load balancing, the Multipath Detection Algorithm (MDA) [16]
systematically varies the flow identifier in traceroute probes to detect different
next hops after a load balancer. MDA proceeds hop-by-hop. MDA assumes each
load balancer b in hop h has Nj, + 1 next hops, where IV is the number of next
hops of b detected so far. MDA then computes the number of probes necessary
to identify N, + 1 next hops with a given confidence «, usually set to 0.95.4
This computation assumes load balancer b distributes flow identifiers uniformly
among its next hops. If the number of computed probes is larger than the number
of probes already sent to b’s next hops, MDA sends additional probes to cover the
difference. If the additional probes detect no new next hop, then MDA proceeds
to the next load balancer or hop. If the additional probes detect new next hops,
then MDA updates N, and repeats the process.

Augustin et al. [1] characterize load balancer diamonds, defined as a subgraph
containing all hops between a divergence hop (a load balancer) and a convergence
hop, with the condition that all flow identifiers traverse both divergence and

4 More precisely, MDA computes the number of probes required to bound the proba-
bility of not detecting a next hop, across all load balancers, to 1 — a.
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Figure 2: IPv6 header and first 8 bytes of the TCP header. We
systematically vary gray bits to identify IPv6 load balancing.

convergence hops. Figure 1 shows two diamonds. Augustin et al. [1] defined
the length of a diamond as the number of edges in the longest sequence of
interfaces across the diamond; the min-width of a diamond as the number of
edge-disjoint sequences of interfaces across the diamond; the maz-width as the
maximum number of reachable interfaces at any given hop; and asymmetry as
the maximum length difference between any sequence of interfaces across the
diamond (a diamond with asymmetry zero is said to be symmetric). In Figure 1,
diamond 1 has asymmetry 1, length 4, min-width 2, and max-width 4; while
diamond 2 is symmetric, has length 2, min-width 3, and max-width 3.

3 1IPv6 load balancing and measurement methodology

The IPv6 header, shown in Figure 2, is simpler than the IPv4 header. To identify
load balancing, we vary the IPv6-specific traffic class and flow label fields. The
traffic class field serves a purpose similar to the TOS field in IPv4. RFC2460 says
that routers may modify the traffic class field. Other routers or the destination
should not expect the traffic class field to have the same value of when the packet
was first created. The flow label field allows IPv6 routers to efficiently identify
flows.> RFC6437 recommends that source hosts set one flow label value for all
IPv6 packets belonging to the same connection or application. RFC6437 also
specifies that a router may initialize the flow label when it is zero, but should not
modify a nonzero flow label.

® The usual 5-tuple flow definition used in IPv4 is unsuitable in IPv6 as routers need
to follow the variable-length chain of IPv6 extension headers (starting at the next
header field) until the end to find the TCP header.



We also vary the last 8 bits of the destination address to identify per-destination
load balancers. Current IPv6 prefixes routed in the Internet are less specific than
/48s [2]; packets with differences in the last 8 bits of the destination address will
take the same route up to the destination’s network. Finally, we also vary the
TCP source port to check whether IPv6 routers also consider port numbers for
per-flow load balancing, as in IPv4. We choose source port numbers starting from
33435, as typically done in traceroute implementations. We use TCP packets to
destination port 80 to improve reachability [13] and avoid complaints. We store
probe identifiers in the TCP sequence number field.

We execute MDA between each source and destination pair. Each execution
varies the four gray fields in Figure 2. This lets us identify load balancers and
which header fields they use when computing a probe’s flow identifier. At each
hop, we probe with up to 256 different flow identifiers, a limitation imposed by
the 8 bits available in the traffic class field and in the destination address. Having
256 different flow identifiers lets MDA identify up to 39 distinct next hops at
the chosen o = 0.95 confidence level; 256 probes were enough for 99.99% of the
hops measured.

4 Dataset

We collect IPv6 route measurements® from 7 vantage points on CAIDA’s Ark
platform and from 5 vantage points on the Linode cloud hosting service, as shown
on Table 1. The vantage points are spread across 7 countries in 3 continents. Each
vantage point measures routes to a list of 51927 destinations built by sampling
two addresses from each /48 prefix in a hitlist of 700 thousand IPv6 addresses by
Gasser et al. [9]. The dataset was collected on Ark from August 29th to October
3rd, 2016; and on Linode from September 12th to October 3rd, 2016. We chose
these platforms because, at the time of writing, PlanetLab does not support
IPv6 and RIPE Atlas does not support MDA.

We discard MDA measurements that have loops at the interface level or that
do not observe any router (less than 1% of measurements). We do consider MDA
measurements that do not reach the destination up to the furthest hop common
to all four MDA runs toward that destination. We look at IP interfaces and do
not perform IP-to-router aliasing; as a result, one (physical) router might be
counted multiple times (once for each interface we measure).

For IPv6 to AS mapping we use the AS mapping database provided by Team
Cymru.” To better understand load balancing behavior, we also queried reverse
DNS entries (PTR records) for IPv6 addresses in our measurements.

5 Results

In this section we characterize the prevalence of IPv6 load balancing (§5.1), the
behavior of IPv6 routers performing load balancing (§5.2), and diamond prop-

5 Dataset available at http://www.dcc.ufmg.br/~cunha/datasets.
" Available at http://www.team—cymru.org/IP-ASN-mapping.html.



Table 1: Vantage point locations and prevalence of load balancing

RouTEs wiTH
LOAD BALANCING (§5)
PLATFORM LOCATION Overall Filtered
Ark Ballerup, DK (AS59469) 58% 31%
Berkeley, CA, US (AS25) 100% 22% *
Quezon City, PH (AS6360) 16% 16%
Los Angeles, US/CA (AS2152) 25% 25%
San Diego, US/CA (AS1909) 23% 23%
Singapore, SG (AS37989) 99% 27% *
Barrie, CA (AS19764) 84% 38%
Linode Fremont, US/CA 100% 28%
London, UK 99% 37%
Frankfurt, DE 100% 31%
Newark, US/NJ 97% 35%
Singapore, SG 98% 38% *

erties (§5.3). Finally, we discuss some IPv6-specific confounding factors (§5.4).
Our results mostly match previous reports on the IPv4 Internet, but we discuss
a few punctual differences.

5.1 Load balancing prevalence

Table 1 shows the fraction of routes from each vantage point that traverse a load
balancer (‘Overall’ column). We find load balancing is prevalent in IPv6 routes.
The heterogeneity among vantage points can be explained by load balancers one
or two hops upstream of some of the vantage points (marked with a x). In the case
of Linode, these load balancers are inside Linode’s own network (as identified by
IP-to-AS mapping). These load balancers appear on most routes and significantly
impact observations. To remove the impact of these load balancers, we also show
the fraction of routes traversing a load balancer when we ignore load balancers
two IP hops upstream of vantage points if they are on the same (origin) AS
(‘Filtered’ column). After filtering we observe more homogeneous prevalence of
load balancing across vantage points. The filtered results give a better picture
of load balancing on IPv6 transit networks and might be representative of other
vantage points. We find that of the 45% of routes that traverse a Tier-1 AS, as
identified by CAIDA’s AS-relationship inference algorithm [10], 29% traverse a
load balancer inside the Tier-1.

Figure 3 shows the distribution of the number of load balancers over all
routes in our dataset for each platform. We find routes traverse multiple load
balancers. (Note that one hop can have multiple load balancers, e.g., hop 2
in Figure 1.) In particular, 76% of Linode routes traverse three or more load
balancers. This is because routes often traverse three load balancers in Linode’s
network (see ‘Diamond 1’ in Figure 1). Figure 3 also shows the number of load
balancers traversed when we ignore load balancers two IP hops upstream of
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vantage points if they are on the same (origin) AS (dotted lines). After filtering,
we observe similar load balancing from Ark and Linode vantage points.

Figure 4 shows the distribution of the number of diamonds over all routes in
our dataset. As diamonds start and end on interfaces that all packets traverse,
the number of diamonds on a route gives a lower bound of the number of load
balancers that packets traverse to reach the destination. Although Figure 3 shows
routes can traverse many load balancers, these are grouped into a small number
of diamonds. As we will show later (§5.3), diamonds are complex and contain
many load balancers. This result is similar to previous results for IPv4 load
balancing [1].

5.2 Classes of load balancing behavior

We now investigate what IPv6 header fields load balancers use to compute flow
identifiers to choose next hops. We identify load balancers by their IPv6 ad-
dresses. Table 2 shows the fraction of load balancers in each class and the per-
centage of routes that traverse at least one load balancer in each class. We also
report results from Augustin et al. [1] for IPv4 load balancers. (Note that Au-
gustin’s results are from 2011, so the differences we discuss might also be due to
network evolution and not only IP version).

We find per-destination, per-flow, and per-packet load balancers are not only
the most common load balancer classes, but also the most prevalent across route
measurements. This is expected, as these classes were used for IPv4 load bal-
ancing. Despite this similarity, we observe a significantly higher fraction of IPv6
routes traverse per-packet load balancers. We discuss this further in §5.4.

We also find other classes of load balancers. We find 3.2% of load balancers
perform per-flow load balancing considering the traffic class field (in addition to
the destination address and source port). This behavior is the default in at least
JunOS 15.1. We could not find any reports on how many IPv4 load balancers
consider the TOS field to compare. Interestingly, we find 6% of load balancers
that use only the TCP ports for load balancing. We manually investigated these



Table 2: Classes of load balancing behavior

OVERALL FILTERED

Fraction of % ROUTES Fraction of % ROUTES

Balancers IPv6  IPv4 [1]| Balancers IPv6
Per-destination 29.3% 43.5% 78.0% 29.2% 11.1%
Per-flow 50.0% 30.0% 54.8% 50.1% 17.7%
Per-packet 10.7%  30.1% 1.0% 10.6% 7.7%
Per-flow with TC 3.2% 14.8% — 3.2% 3.3%
Per-application 6.0% 51% — 6.0% 3.3%
Others 0.8% 1.2% — 0.9% 0.6%
Total 100% 74% 92% 100% 29%
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load balancers and found this behavior can be configured in RouterOS under
the name of “per-application load balancing.” Perhaps surprisingly, we find only
0.8% of load balancers that consider IPv6’s flow label (with or without other
fields). Overall, 4% of the load balancers consider either IPv6’s traffic class or flow
label fields.

5.3 Diamond characteristics

We now characterize diamonds on routes with load balancing using the same
methodology and metrics as Augustin et al. [1] and compare the observations.

Diamond length. Figure 5 shows the distribution of diamond lengths. We find
diamonds are usually short, and that load balancers one or two hops upstream
of vantage points have longer diamonds than average. If we ignore these load
balancers (dashed lines), then both datasets observe very similar distributions
of diamond length, with 93% of diamonds of length 5 or less.

Diamond asymmetry. Figure 6 shows the distribution of diamond asymmetry
in our dataset. Linode has asymmetric diamonds in its network that show up
on many routes (solid blue line). If we ignore load balancers one or two hops
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upstream of the vantage point (dashed lines), these diamonds are not consid-
ered and we observe that 96% of diamonds are symmetric. The few asymmetric
diamonds usually have asymmetry less than or equal to 2. We find that 71% of
asymmetric diamonds are instances of inter-domain load balancing, i.e., when
the diamond starts and ends in different ASes.® This illustrates that more com-
plex inter-domain traffic engineering leads to more complex load balancing con-
figurations. Conversely, only 26% of symmetric load balancers are instances of
inter-domain load balancing. Different inter-domain routes might have different
performance, fortunately, we find that 70% of asymmetric diamonds start at
per-destination load balancers, which will send all packets from the same source
and destination pair on the same inter-domain route.

Diamond max-width. Figure 7 shows the distribution of max-width for all
diamonds in our dataset. By definition, the minimum max-width for a diamond
is 2. We find most diamonds are narrow, in particular around 81% of diamonds
across both platforms have max-width equal or less than 5. By varying the last
8 bits of the destination address, probe packets will follow the same route since
IPv6 prefixes in global routing tables are usually shorter than /48 [2]. However,
when reaching the destination network, packets may be directed to different
hosts whose addresses share a /116 prefix with the destination. (We found this
to be common in Microsoft’s datacenters.) Figure 7 includes these measurements
as diamonds with very large max-width, and shows that such errors are rare and
do not impact the overall findings.

Diamond min-width. Figure 8 shows the distribution of min-width over all
diamonds in our dataset. By definition, the minimum min-width is 2 and is
bounded by the max-width. We find most diamonds have a min-width of 2.

8 This can happen as a result of traffic engineering or, for example, when a BGP router
with ECMP enabled receives and installs multiple routes to a prefix (e.g., at an IXP)
or when multiple BGP routers redistribute different routes to the same prefix into
an IGP (e.g., OSPF) with ECMP enabled.



Table 3: Fraction of routers that overwrite the traffic class and flow
label fields.

FIELD
OVERWRITING  Traffic  Flow
BEHAVIOR Class  Label
Variable value 0.7%  0.0%
Fixed value 4.7%  0.0%

Comparison to IPv4 diamonds. Our findings for diamond lengths, asym-
metry, max-widths, and min-widths are similar but not quantitatively close to
findings on IPv4 load balancers by Augustin et al. [1]. For example, they found
that load balancers are often short and narrow, and reported that 55% of routes
with load balancing traverse a diamond of length 2 and max-width less than
or equal to 3; in our dataset, we find 24% diamonds of this kind. Augustin et
al. also found that long and wide diamonds are rare; in our dataset, only 14% of
diamonds have both length and max-width larger than 3. Similar to our results,
Augustin et al. also found that most IPv4 load balancers are symmetric.

5.4 Confounding factors

Routers may override the traffic class or flow label fields for traffic engineering or
other reasons. Such routers may interfere with our identification of load balancers
by modifying a probe’s traffic class or flow label fields with a variable value when
we try to keep the values fixed, and by overwriting fields with a fixed value when
we try to vary them.

ICMPv6 time-exceeded messages encapsulate the header of the expired TTL-
limited probe. We use the encapsulated header to identify the values of the traffic
class and flow label fields on all probes received by each router in a route. If we
identify a router that received a probe with a traffic class or flow label field different
from the expected value we infer that the previous router has overwritten it. If the
field is overwritten, we identify whether it is overwritten with a fixed or variable
value. Note that the ‘expected’ values for the traffic class and flow label fields
change along the route as routers overwrite them. We identify router behavior
proceeding hop-by-hop starting from the vantage point.

We find that a small (but not negligible) portion of the routers overwrite the
traffic class field. Table 3 summarizes router behavior. The few routers (0.7%) that
overwrite the traffic class field with a variable value might lead to the (incorrect)
identification of per-packet load balancers. Routers that overwrite the traffic class
field with a fixed value do not impact the identification of load balancing, but
prevent us from identifying whether routers use the traffic class field for load
balancing (leading to underestimation of ‘per-flow with TC’ in Table 2).

In general, traceroute measurements are challenged by factors such as tun-
neling and router behavior [14] as well as routers that do not respond to TTL-
expired probes or firewalls that drop measurement probes [13]. As a result of
these factors, we might underestimate the amount of load balancing.



6 Related work

Load balancing and its impact. The impact of load balancing on IPv4 tracer-
oute measurements was first reported on by Augustin et al. in 2006 (see [1]).
Since then, MDA has been proposed to bound load balancer identification er-
rors [16] and an extensive characterization of IPv4 load balancing was pub-
lished [1]. Paris traceroute was the first, but today most traceroute tools and
measurement platforms keep flow identifiers fixed to avoid load balancing. Be-
sides impacting traceroute measurements, load balancing has also been reported
to impact latency measurements [15] and observed routing dynamics [6].

IPv6 measurement tools and characterization studies. As far as we are
aware, Scamper [11] is the only other implementation of MDA that supports
IPv6. Also, we are not aware of any other characterization of IPv6 load balancers.
Other work have developed techniques to measure IPv6 routers, including IPv6
alias resolution [3,12] and router availability [4]; while others have quantified
IPv6 deployment and performance [7,8].

7 Conclusions and future work

We implemented an IPv6 version of the MDA to identify routers that perform
load balancing and classify their behavior. We collected measurements from 12
nodes in 7 countries to 51927 destinations. We find that IPv6 load balancing
shares many similarities with IPv4 load balancing, with a few differences. First,
although IPv6 load balancing is widespread, it is less so than IPv4 load bal-
ancing. Second, IPv6 routes have significantly higher probability of traversing
per-packet load balancers than IPv4 routes, which may negatively impact TCP
performance. Although we cannot explain the causes behind the higher preva-
lence of per-packet load balancers, this is partially explained by routers that
overwrite the traffic class field in IPv6 headers with variable values. Other pos-
sible explanations include less mature IPv6 load balancing implementations or
less established best practices when compared to IPv4.

The prevalence of per-packet load balancers we observe motivate investiga-
tion of the impact of IPv6 load balancing on IPv6 traffic. As future work, we plan
to correlate performance metrics with load balancing behavior. We also plan to
extend our MDA implementation to allow more fine-grained classification of load
balancers. In particular, we plan to add support for IPv6 extension headers and
to allow measurements varying a combination of fields in probe headers.
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