Abstract—This paper presents a technique to generate in-bounds inputs for arrays used in memory-unsafe programming languages, such as C and C++. We show that most memory indexation found in actual C programs follows patterns that are easy to analyze statically. Based on this observation, we show how symbolic range analysis can be used to establish contracts between the arguments of a function and the arrays used within that function. To demonstrate the effectiveness of our ideas, we use them to implement Griffin-TG, a tool to stress-test C programs whose source code might be partially available. We show how Griffin-TG improves Aprof, a well-known algorithmic profiling tool, and we show how it lets us enrich PolyBench with a large set of new inputs.
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I. INTRODUCTION

A programming language is termed memory-unsafe if it does not enforce in-bounds memory accesses. C, C++ and the vast majority of assembly dialects are memory-unsafe [1]. Although a source of bugs and vulnerabilities, this characteristic of programming languages is not an accident [2]. The need to enforce in-bounds memory accesses requires guards, and all the overhead they imply [3]. In the absence of such guards, programs can run faster, and type systems can be more permissive [4]. An evidence of the popularity that memory-unsafe languages enjoy is the long list of important systems implemented in them: browsers, virtual machines, operating systems and databases [5]. Such importance makes it hard to understand why we still lack techniques and tools to test software written in these languages.

A. Testing Memory-Unsafe Software is Hard

We shall use the program in Figure 1 to motivate this paper. Figure 1 shows a function, convol, that receives a square matrix mm of side N, and multiplies its row-th line by its col-th column. In this paper, we are interested in the following research question: how to generate inputs to test convol that respect the bounds of the arrays used within that function? There are several situations in which such ability is interesting, and in Section II-A we study two of them: to determine the complexity of convol empirically, and to infer its performance when compiled in two different ways.

Today there are tools that let us test convol automatically. Examples include KLEE [6], DART [7] and Austin [8]. However, none of them lets us answer our research question. To explain why they have shortcomings, we shall focus on KLEE, but the same arguments apply to the other software. KLEE is the most well-known symbolic execution tool currently available. To test convol using this tool, we can use the stub outlined in Figure 2. By running this stub multiple times, with different values for the command line arguments, we provide a pragmatic answer to our research question.

Nevertheless, we claim that this approach has two shortcomings, which this paper addresses. First, the code in Figure 2 was produced manually. Neither KLEE, nor Austin, nor DART are able to infer the relation between the size of vector mm and variables row, col and N. This relation, e.g., \( SIZE = N \times \text{col} \times \text{row} \) is part of the contract of convol. Second, the stub in Figure 2 will only work if the body of function get_vector is present. In other words, KLEE will not generate a valid stub for this function; again, because it cannot infer the relation between N and the size of the vector v that get_vector returns. The methodology that we discuss in Section III-A addresses these limitations. Said methodology is not all-encompassing; it works only for code that shows certain properties. However, as we shall discuss in Section II most real-world programs fit into this family.

B. Our Contributions

This paper describes a methodology to generate in-bounds inputs for arrays used in code written in memory-unsafe programming languages. Said methodology supports the automatic discovery of contracts to individual functions. Thus, we can test functions in the absence of the entire program where these functions belong, without ever producing inputs that lead to out-bounds memory accesses. To this end, we combine three different contributions:

1. \( \text{float} \) get_vector(int Width);
2. \( \text{float} \) convol(float* mm, int row, int col, int N) {
3.  \( \text{int} \) i, j;
4.  \( \text{float} \) v = get_vector(N);
5.  \( \text{for} \) \( i = 0; i < N; i++ \) {
6.    \( v \) = mm[(1+row) * (N+1) + i + 1] * mm[1 + col + (i+1) * (N+1)];
7.  }
8.  \return \ v;
9. }

Fig. 1. The techniques proposed in this paper let us generate valid inputs for the convol function.
1 int main(int argc, char** argv) {
2   const int N = atoi(argv[1]);
3   const int row = atoi(argv[2]);
4   const int col = atoi(argv[3]);
5   const int SIZE = sizeof(float) * (N+1) * (N+1); // Eq. (1)
6   float *mm = (float*) malloc(SIZE);
7   klee_make_symbolic(mm, SIZE, "mm");
8   convol(mm, row, col, N);
9   return 0;
10 } // End of function convol

Fig. 2. Stub written to test function convol (Fig. 1) using KLEE. This paper lets us produce such stubs automatically.

Insight: in Section II we show that over 90% of memory accesses in real-world C programs are indexed by a family of symbolic expressions that depend only on traceable inputs that a function receives. We call these expressions symbolic summations.

Contracts: in Sections III-A and III-B we show how to use parameterized range analysis to bind memory ranges to program symbols. Our techniques work in tandem with any classic symbolic range analysis.

Resolution: in Section III-C we explain how we can find valid solutions for symbolic summations. These solutions let us abide by the contracts that we have found through symbolic range analysis.

These contributions let us infer dependent types for arrays. Thus, instead of typing an array as int*, we type it as int[N × M], i.e., a vector with M × N cells. Contrary to previous work that infer dependent types for imperative arrays [9], we do it without the support of program annotations. Furthermore, by focusing on a family of indexing expressions, the symbolic summations, we can satisfy contracts without having to resort to combinatorial solvers, as previous work did [10]. Furthermore, our inputs lead to only in-bounds accesses, so our approach does not require tools like AddressSanitizer [11] or Dr. Memory [12] to ensure correctness of tests.

C. Results

We have materialized our ideas into a tool, the Griffin Test Generator (Griffin-TG). It receives as input a function written in C, infers a contract to it, and generates inputs that obey said contract. To demonstrate how Griffin-TG works, we use it in two scenarios. First, in Section IV-A we show how Griffin-TG lets us circumvent a well-known problem in performance analysis [13]: the lack of enough inputs for benchmarks. We generate inputs for the PolyBench suite, and use them to compare different GPGPU runtime environments. Had we used only the standard data available in PolyBench, our conclusions would be different. Second, in Section IV-B we show how Griffin-TG improves Aprof, an algorithmic profiler [14]. To be effective, Aprof requires that a function be called many times with different inputs during program execution. This requirement is hard to enforce, because most functions are invoked only once [15]. Griffin-TG mitigates this problem, as it can generate an unbounded number of valid inputs to the same function. To demonstrate this point, we use Griffin-TG+Aprof to infer the complexity of popular sorting algorithms collected in the web.

II. SYMBOLIC SUMMATIONS

We want to generate inputs to test arrays used in functions, independent on the program where those functions exist, so that said inputs do not cause memory errors. The need to avoid out-of-bounds errors forces us upon two options:

- **Option 1**: generate values for the expressions used to index arrays, and then generate arrays whose size is larger than these expressions.
- **Option 2**: fix the size of an array, then produce values less than this size for the expressions indexing it.

While the former alternative is tempting, given the existence of techniques to determine the convex hull of memory regions [16], [17], we chose the latter. The applications of this work, namely, the performance test of programs, which Section IV illustrates, require us to vary the size of arrays in a controlled way. Option 1 could force us to always produce arrays that are either too big or too small for our purposes. Furthermore, an observation about the typical indexing expressions seen in actual programs gives us a simple algorithm to implement option 2, which works for many cases in practice. This observation is the subject of this section.

Any diophantine equation can be used to index an array; thus, both options 1 and 2, previously mentioned, involve solving a well-known undecidable problem, i.e., the resolution of diophantine equations [18]. The example in Figure 3 illustrates this difficulty. Because there exists no general procedure to solve diophantine equations, we must limit the kind of expressions that we analyze. In this paper, we restrict ourselves to the so called Symbolic Summations:

1 void zeros(int* v, int a, int b, int c) {
2   int aa = a*a*a, bb = b*b*b, cc = c*c*c, i = 0;
3   while (aa + bb != cc) {
4     v[i++] = 0; aa *= a; bb *= b; cc *= c;
5   }
6   v[i] = 1;
7 }

Fig. 3. This program illustrates the difficulty in finding precise bounds to arrays, so as to ensure the absence of out-of-bounds memory accesses in test generation. Until relatively recent developments [19], we did not know that the loop in line 3 would never stop.

Definition 2.1 (Symbolic Summations): The expression $x_1 + x_2 + \ldots + x_n + c$,$ c \in \mathbb{Z}$ is a symbolic summation if each index $x_k$, $1 \leq k \leq n$ is an integer expression following the grammar: $x := k \mid s \mid x \times x \mid x + x$, where $k \in \mathbb{Z}$, $k > 0$ and $s$ is a traceable function input (TFI) (see Def. 2.3). To define the notion of a Traceable Function Input (TFI), we need to recall the concepts of data and control dependencies, as defined by Ferrante et al. [20]. A variable $v$ is data dependent on a variable $u$ if $u$ is used in an expression that
computes the value of v. Moreover, v is control dependent on u if u is used in a predicate that determines which value is assigned into v. Example 2.2 illustrates these notions, and Definition 2.3 uses them to formalize the concept of TFI.

Example 2.2 (Dependencies): The assignments \( v = u + 1 \), \( v = f(u) \), or \( v = u \) create a data dependence from u to v. C’s ternary operation: \( v = u ? 0 : 1 \), or the loop: \( \text{while}(u) \{ v = v + 1 ; \} \) create a control dependence from u to v.

Definition 2.3 (Traceable Function Input – TFI): A variable v used within the scope of a function f is a first-order traceable function input if v is:

- the formal parameters of f, and/or
- unambiguous global variables, and/or
- the return value of function calls.

A variable v is an \( n^{th} \)-order TFI if its computation only depends on TFIs of order at most n-1.

Definition 2.3 tells us that only variables loaded from ambiguous memory cells are untraceable. An ambiguous memory cell can be dereferenced by two or more pointers. There exists a rich literature on points-to analysis to find a conservative estimation of ambiguous memory regions [21], [22]. In this paper, for simplicity, we assume that the result of any non-constant load operation is ambiguous. A load operation is said to be constant if its target address cannot vary during program execution. Pointers allocated statically, e.g., globals and variables declared with the static modifier in C are constant, as long as their addresses are not taken. Aliasing precludes us from analyzing address-taken variables.

```c
1 int* p1; int g;
2 int get(int); int* new_array(int);
3 int foo(int i0, int* p0) {
4 int* p2 = new_array(i0 * sizeof(int));
5 int i1 = p2[0];  int i2 = i0 + g;  int i3 = i2 - i0;
6 int i4 = get(i3);  int i5 = i0 / i2;  int i6 = i2 * g;
7 int i7 = i0 * i2;
8 int i8; int i9; int i10 = i0; int i11 = i0;
9 for (i8 = 0; i8 < g; i8++) i10 += 2;
10 for (i9 = 0; i9 < i1; i9++) i11 += 2;
13 }
```

Example 2.4: Figure 4 shows examples of symbolic summations. Variable i1 is untraceable because it is loaded from a non-constant pointer. Variables i3 and i5 use operations forbidden in symbolic summations. Variables i9 and i11 are control-dependent on i1; hence, untraceable.

The techniques discussed in Section III generate test inputs that never cause out-of-bounds accesses in symbolic summations, as long as we can use symbolic range analysis to find intervals for TFIs of order 2 or higher. Static range analysis is the subject of Section III-A. Such ideas are useful only if symbolic summations are common in programs. In the rest of this section, we provide some evidence to support this last statement. To this end, we have chosen two collections of programs to analyze: the LLVM test suite, and the GNU Coreutils library.

**LLVM Test Suite.** This collection contains, as of December of 2017, 518 programs, including well-known benchmarks such as FreeBench, McCat, MiBench, Prolangs and media-bench. In total, these benchmarks give us 2,905,560 assembly instructions and 663,902 memory accesses to analyze. Out of this lot, 612,769 indices are symbolic summations; that is to say, 92% of them. Figure 5 illustrates this relation for the 200 largest benchmarks in the LLVM test suite.

![Fig. 5. Proportion of symbolic summations (reconstructable accesses) for the 200 largest benchmarks in the LLVM test suite. Ticks in the X-axis represent benchmarks. Benchmarks are sorted by number of memory access operations they contain. The Y-axis gives absolute numbers. Reconstructable memory accesses are memory indices that we can bound with the techniques seen in this paper.](image)

**GNU CoreUtils.** This library contains C programs used in Unix-like operating systems, such as cd, cp, and ls. In contrast to LLVM’s test suite, compiling them requires some manual work; hence, we shall analyze only the 10 first applications from GNU CoreUtils v8.27 – the latest version at the time of this writing. For each application, we have compiled the file containing its main routine. To make compilation possible, we had to reconstruct missing type definitions with Psyche [23]. The compilation of chown forced us to compile chowncore. Figure 6 summarizes our results. We found 5,090 memory accesses in these programs, and over 90% of them are symbolic summations. Most of the exceptions are due to loads from non-constant pointers. Only 3 memory accesses are non-reconstructable due to non-monotonic operations: one subtraction and two divisions.

The input generation technique discussed in this paper works for a function if all its memory accesses are indexed by symbolic summations. Figure 6 reports how many such functions we find in GNU CoreUtils. Out of 54 functions, 39 contain just reconstructable memory indices. Only in two cases intractable accesses are due to non-monotonic indexing...
expressions. Thus, the use of alias analyses would likely bring this number, 39, closer to the ideal 54.

Why Symbolic Summations? In this paper, we chose to generate inputs for symbolic summations because they are composed by monotonic operations. The absence of non-monotonic operators, such as division, and, most importantly, subtraction, gives us the opportunity to design an algorithm (Fig. 11) to find concrete replacements to these expressions that are always safe. The algorithm that performs this search and replacement is the subject of the next section.

III. GENERATION OF IN-BOUND INPUTS

Given a program \( P \), our techniques produce a stub \( S \) that generates inputs for \( P \). These inputs are guaranteed to honor the bounds of memory regions allocated in \( P \). We create \( S \) in four steps. First, in Section III-A we show how to calculate symbolic bounds to integer variables. Second, in Section III-B we explain how these symbolic bounds are used to remove second-(or higher)-order TFIs from symbolic summations. Third, in Section III-C we show how to “solve” these expressions formed only by first-order TFIs, meaning that, given a symbolic summation with bounded variables, we produce concrete values that respect said bounds. Finally, in Section III-D we show how we use this ability to synthesize stubs.

A. Symbolic Range Analysis

The goal of Symbolic Range Analysis is to associate each integer variable \( v \) in a program with a Symbolic Interval \( R(v) = [l, u] \), where \( l \) and \( u \) are Symbolic Expressions. A symbolic expression \( E \) is defined by the grammar below, where \( s \) is a program symbol and \( z \in \mathbb{Z} \):

\[
E ::= z | s | E + E | E \times E | \min(E, E) | \max(E, E) | -\infty | +\infty
\]

For brevity, we shall call a “First-Order Traceable Function Input” (see Def. 2.3) a Program Symbol.

Any solution to symbolic range analysis must satisfy the correctness criterion given in Definition 3.1.

Definition 3.1 (Correctness of Symbolic Range Analysis): Let \( \sigma \) be a concrete store of a program \( P \), so that \( \sigma(S, v) = z \) is the value of variable \( v \) after the execution of the statement \( S \in P \). Let \( R \) be a solution to the symbolic range analysis problem at \( S \), e.g., \( SB(S) = R \), as defined in Figure 7. \( R \) is valid, if \( \sigma(S, v) \in R(v) \).

1) Source-Level Implementation: The literature describes several algorithms that solve symbolic range analyses [24, 25, 26, 27, 28]. Thus, we shall not dive into its subtleties, except for one detail. These previous works implement range analysis in some variation of a low-level three-address code, whereas we do it at C’s source level. Thus, for completeness, Figure 7 presents some of the constraints that we use to solve range analysis. This algorithm is not a contribution of this paper. A fixed point for such constraints can be found using the techniques of Blume et al. [25] or Nazaré et al. [26].

Theorem 3.3 at the end of Section III-A2 shows that a solution to the constraints meets the criterion of Definition 3.1.

Example 3.2: Figure 8 shows the result of computing range analysis for a typical C program. The constraints of Figure 7 might associate different symbolic ranges with the same variable at different program points. In this example, variable \( i \) is associated with different ranges at statements \( \ell_1 \), \( \ell_2 \) and \( \ell_3 \). Notice that the ranges of program symbols are represented by the symbols themselves. For instance, the range of argc is \( R(\text{argc}) = [\text{argc}, \text{argc}] \).

![Fig. 8. Example of symbolic range analysis. We use labels \( \ell_i, 1 \leq i \leq 3 \) to denote points where we compute ranges.](image-url)
to be integers. Given this semantics, Definition 3.1 states a correctness relation that our abstract interpretation preserves.

\[
\begin{align*}
\sigma' &= \sigma \setminus v \mapsto n \\
\sigma'(v_1) &= n_1 \\
\sigma'(v_2) &= n_2 \\
\sigma'(v) &= \sigma \setminus v \mapsto (n_1 + n_2) \\
\sigma'(v) &= \sigma \setminus v \mapsto \text{random}
\end{align*}
\]

\[
\begin{align*}
\text{ev}(\sigma, v = n) &\downarrow \sigma' \\
\text{ev}(\sigma, v = s) &\downarrow \sigma' \\
\text{ev}(\sigma, \text{skip}) &\downarrow \sigma \\
\text{ev}(\sigma, \text{if}(v < v_0) \ S_1 \ \text{else} \ S_2) &\downarrow \sigma' \\
\text{ev}(\sigma, \text{while}(v < v_0) \ S) &\downarrow \sigma' \\
\text{ev}(\sigma, \text{if}(v < v_0) \ S) &\downarrow \sigma' \\
\text{ev}(\sigma, \text{if}(v < v_0) \ S_1 \ \text{else} \ S) &\downarrow \sigma'
\end{align*}
\]

Fig. 9. Semantics of the subset of C’s statements used to illustrate our symbolic range analysis.

Definition 3.1 leads to Theorem 3.3 which states that our symbolic range analysis is correct with regards to the correctness criterion. In other words, given a statement S, the relation rg produces an abstract stores S Raj that correctly models any concrete store σC that could be reached by the evaluation of S, given an initial store that maps every variable to an unknown value, e.g., ev(λx.⊥, S). In the proof of Theorem 3.3, particular attention must be given to symbols. A symbol s can have any value; hence, its range, [s, s], can include any value, e.g., n ∈ [s, s], for any n. In Figure 7’s constraints, the initial abstract state of each variable is set to ⊥; hence, it can only increase during abstract interpretation. To ensure that the analysis terminates, we use a widening operator \( \nabla_v \), à la Cousot [29], which we define in Figure 10. Conservative widening ensures quick termination of our analysis, as any chain of intervals can only be stable towards \(-∞\) and \(+∞\).

**Theorem 3.3:** The symbolic range analysis of Figure 7 meets the correctness criterion of Definition 3.1.

**Proof:** The proof is by induction on the depth of the derivation tree produced by ev, when S is evaluated: We proceed by case analysis on each possible form S can have.

- S is skip: the result is immediate, as S has no variables, and the theorem is vacuously true.
- S is v = n: in this case, \( R(v) = [n, n] \), and \( σ(v) = n \), and we have that \( n ∈ [n, n] \).
- S is v = s: we have that \( R(v) = [s, s] \), where s is symbol. We also know that \( σ(v) = \text{random} \), and we have that \( \text{random} ∈ [s, s] \).
- S is v = v1 + v2: if \( v_1 \) is defined before being used, then by induction we know that \( σ(v_1) ∈ R(v_1) \). Otherwise, \( v_1 \) is a symbol. In the latter case, we have that \( R(v_1) \) includes any value. Same reasoning applies to \( R(v_2) \). The result, e.g., \( σ(v_1 + v_2) ∈ R(v_1 + v_2) \) follows from the definition of interval addition.
- S is \( \text{if}(v < v_0) \ S_1 \ \text{else} \ S_2 \): The proof follows by induction. We apply induction on \( S_1 \), to infer that \( R_1 \models σ_1 \). From this conclusion, we find that \( R_2 \models σ_2 \).
- S is \( \text{if}(v < v_0) \ S_1 \ \text{else} \ S_2 \): There are two possible evaluations of \( v_0 \). Case it is true, then we apply induction on \( S_1 \), plus the fact that \( R(v_0) \) is upper bounded by the upper limit of \( R(v_0) \). Similar reasoning holds if \( v_0 ≥ v_0 \).
by integer constants and program symbols. Therefore, we can use this result to impose an upper limit of \( \sum k \) on the range \( R(v) \) of \( v \). Substitution on the first array index, e.g., \( v = v + 1 \) produces another symbolic summation, (Theorem 3.6). Thus, to generate test inputs for the realization of symbolic expressions, we will have to consider a memory block of size \( N \times c \), \( 1 \leq k \leq n \), to satisfy the original expression. To handle an expression \( e \) with \( n \) such sums \( e_k \), \( 1 \leq k \leq n \), solve_all calls a recursive function solve on each \( e_k \), giving it the \( n \)-th part of the allowed bound \( a_s \). The datatype \( \text{Exp} \) denotes the format of expressions that solve handles; the symbol \( \oplus \) denotes list concatenation; and the auxiliary function \( \text{trunc}_\text{sqrt} \) denotes integer square root, rounded down.

Example 3.8: Continuing with Example 3.5, let us inspect the result of solving the expression \( 2 \times N + \text{row} \times N + \text{row} + 1 \), assuming an upper limit of 43 to array \( \text{mm} \). The constant 1 forces us to consider a memory block of size 43 - 1 = 42. Thus, we invoke: solve_all(x := \{2 \times N, \text{row} \times N, \text{row} \}) returns solve_all(14 \times (2 \times N), solve 14 (\text{row} \times N), and solve 14 N.

C. Solving Symbolic Summations

As discussed in Section II, to test programs, we first determine concrete values for the sizes of the arrays found in these programs; and then find valid concrete values for the indexing expressions. If a program contains a memory access \( a[e] \), where \( e \) is a symbolic summation with the shape \( u_1 x_1 + \ldots + u_n x_n + c \), after replacement of upper bounds (Section III-B), then the size of \( a \) must be at least the constant part \( c \). We denote this size by \( a_s + c \), where \( a_s \) is an open value, i.e., a symbol that we can replace with concrete values later, when generating test inputs for \( a \). Given any concrete input for \( a_s \), we must ensure that \( 0 \leq u_1 x_1 + \ldots + u_n x_n \leq a_s \). The goal of this section is to explain how we find valid replacements for those symbols, so as to ensure in-bounds memory accesses. We shall call such replacements realizations.

Definition 3.7 (Realization): If \( e \) is an expression with \( k \) variables, then \( n_s = e \setminus [v_i \mapsto n_i]^k \) is the concrete value of \( e \) after substituting each variable \( v_i \) with an integer value \( n_i \). We call \( n_s \) the realization of this substitution. If \( L = \{[v_1, n_1], \ldots, [v_k, n_k]\} \) is a list with \( k \) mappings \( v_i \mapsto n_i \), then we let \( e \setminus L \) denote the \( k \) substitutions \( e \setminus [v_1 \mapsto n_1]^k \).

To find a valid realization for an expression \( e = u_1 x_1 + \ldots + u_n x_n \), within the ranges \([0, a_s]\), we use the algorithm solve_all \( a_s \ L \), where \( L \) is the list \([u_1 x_1, \ldots, u_n x_n] \). Figure 11 shows this algorithm. For conciseness, we present it in Standard ML/New Jersey (SML). This implementation is executable: one can try it as given.
The data constructors used in the definition of the datatype `Exp`, e.g., `Var`, `Add`, `Mul`, `Min` and `Max`, are monotonic. Thus, smaller inputs yield smaller results. And Theorem 3.10 already ensures that $e \leq \text{solve} n e$.

**Corollary 3.12 (Generalization):** If $L_e = \{e_1, e_2, \ldots, e_k\}$ is a list with $k$ expressions, and $[L_1, L_2, \ldots, L_k] = \text{solve}_\text{all} n L_e$, then $e_i \leq L_1 + e_i \land L_1 + \ldots + e_k \leq L_k \leq n$.

**Finding Lower Bounds.** Function `solve_all` in Figure 11 finds conservative upper bounds to the program symbols in a symbolic summation. We must also determine lower bounds for those variables. To this end, we use the following procedure: in the absence of any constraint, a variable is lower-bounded by zero. Otherwise, if a program symbol $s$ is used in $n$ sub-expressions such as $s + c_k, 1 \leq k \leq n$, then we set its lower bound to $\max((-c_1, \ldots, -c_n))$. Hence, we ensure that symbolic summations do not contain negative products.

**Example 3.13:** The expression $\text{row} \times N + (N - 1)$ gives us the lower bound $N \geq 1$. Notice that, if we had, for instance, the expression $\text{row} \times N + 1$, then we would have the lower bound $N \geq 0$, and if we had the expression $(N + 1) \times (N + 2)$, then we would have $N \geq -1$.

**Can we solve any symbolic summation?** The answer to this question is no: our ability to solve symbolic summations depends on the quality of the range analysis that we use. We can only solve symbolic summations in which every integer is bounded, i.e., they are not associated with the symbols $+\infty$ or $-\infty$. For instance, variable $i$ in Fig. 11 has an unbounded upper limit. In our implementation, we have employed a non-relational range analysis. In this family of analysis, ranges are formed by invariant symbols only – they cannot include other variables. To solve the constraints in Figure 7, we use the algorithm proposed by Nazaré et al. [26], which, in turn, reuses the symbolic operations proposed by Blume and Eigenmann [25]. This semi-relational implementation is the simplest known type of range analysis that fits our problem, and runs in time linearly proportional to the program size.

Previous results have shown that this kind of analysis is able to bound approximately 75% of every integer used in SPEC CPU 2006, for instance [26]. More precise (and slower) implementations can take us further. For instance, Logozzo and Fähndrich have shown that their semi-relational “Pentagon” lattice is able to bound more than 88% of every memory access found in a comprehensive subset of the .NET framework [31]. Fully relational range analyses, such as “Octogons” [32], take this precision even further, although the extra gains have been reported to be small [31].

**D. Generation of Stubs**

A *stub* is a mock function, which generates inputs to a procedure that we want to test. We use `SOLVE_ALL` to generate stubs. Given a function $f$, with $n$ memory accesses, we compute upper and lower bounds on these accesses using...
the techniques discussed in Section [III-C]. Our automatically generated stub then works as follows:

1) Guess a size \( s_a \) for each array \( a \) used in \( f \);
2) Collect every memory access performed upon \( a \) into a list of symbolic summations \( L_a \);
3) Use \texttt{solve_all} \( s_a, L_a \) to place upper bounds on the program symbols found in \( L_a \);
4) Find lower bounds to the variables used in \( L_a \).

Once bounds have been computed, the stub generates inputs for the target function. For each variable \( v \), with lower bound \( \ell_v \) and upper bound \( u_v \), the stub produces concrete values for \( v \) in the range \([\ell_v, u_v]\). The lower and upper bounds of \( v \) are determined by the initial guess of the array sizes that \( v \) indexes. Users can vary the size of these arrays gradually, always producing larger memory chunks, or can generate random values for the arrays. Example 3.14 shows a stub that follows this second modus operandi. The entire process, from symbolic range analysis to stub generation runs in time linearly proportional to the program size in practice. As evidence to scalability, Griffin-TG produces stubs for all the benchmarks that we use in Section [IV] in milliseconds.

```c
int next_rand(int);
int bounded_random(int, int);
void solve_all(map<string, int> &b, int, string);
map<string, int> &bounded_random(map<string, int> &b, int, string);
float* get_vector(int Width) {
    return (float*)malloc(sizeof(float) * b[N]);
}
float* convol(float* mm, int row, int col, int N) {
    int i, j;
    float* v = get_vector(N);
    for (i = 0; i < N; ++i)
        v[i] = mm[1+(1+row)*(N+1)+i] * mm[1+col+(1+1)*(N+1)];
    return v;
}
int main(int argc, char** argv) {
    int num_tests = atoi(argv[1]);
    for (int i = 0; i < num_tests; ++i) {
        _SEFO_get_vector = 1 + next_rand(_SEFO_get_vector);
        solve_all(b, _SEFO_get_vector, "col+1+(N+1)+1");
        row = bounded_random(0, bounds["row"]);
        col = bounded_random(0, bounds["col"]);
        N = bounded_random(0, bounds["N"]);
        float* mm = (float*)malloc(3 * _SEFO_get_vector);
        convol(mm, row, col, N);
    }
}
```

Fig. 12. Example of stub.

Example 3.14: Fig. 12 shows the code produced automatically to test the \texttt{convol} function seen in Fig. 1. This code has been edited for readability. The routines in lines 1-3 belong to our testing library. The STD map "bounds" holds the upper bounds of variables, which are computed based on the global variable _SEFO_get_vector (See the calls of solve_all at lines 20 and 21). The lower bounds of variables are invariant, and are written directly in the code — for instance, at line 19, when we adjust the size of the array adding 1 to it.

The Ranges of Pointers. The main consequence of Theorem [3.3] is that our range analysis correctly models the actual values that variables can assume during the execution of a program. From this observation we arrive at Corollary [3.16] if we only create arrays whose size encompasses the ranges of all the variables used to index it, then these indexing operations are safe. We say that two pointers, \( a_1 \) and \( a_2 \), belong into the same family of pointer aliases if they may alias according to the result of a given pointer analysis, such as Andersen’s [33], or Steensgaard’s [34]. If a memory access \( a[E] \) or \( *(a+E) \) occurs within the program, and \( a \in A \), then the size of any element in \( A \) is at least as large as \( R(E) \). Definition [3.15] formalizes this notion.

**Definition 3.15 (Array Types):** If every access to any member of a family of pointer aliases \( A \) is indexed by a set of expressions \( \{ E_1, \ldots, E_n \} \), then the type of any \( a \) in \( A \) is \( \text{typeof}(a) = \Pi(B).T^B \), where, \( B = R(E_1) \sqcup R(E_2) \sqcup \ldots R(E_n) \), and \( T \) is the type of the memory cells indexed by pointers in \( A \).

**Corollary 3.16:** If the type of an array \( v \) is \( \Pi(E).\tau^E \), and the size of \( v \) is greater than \( E \), then every indexation of \( v \) happens within bounds.

**Proof:** The abstract interpretation framework implies that any valuation of the variables and symbols of the program belongs to the concretisation of the intervals that \( \text{rg} \) (rules in Figure 7) finds. The result follows from Definition [3.15] and the definition of the operator \( \sqcup \), which implements union of symbolic ranges.

IV. Case Studies

The ability to generate safe inputs for type-unsafe programming languages lets us improve performance evaluation benchmarks and tools. This section illustrates this potential with two case studies. In Section [IV-A], we show how our techniques can be used towards providing cogent conclusions about the comparison of two different ways to run GPGPU programs. In Section [IV-B], we show how we can improve the usage of Aprof [13], an input sensitive profiler. In these two case studies, we are dealing with different problems: in Section [IV-A], the already well-known fact [35] that usual benchmark collections come with a small number of different testing inputs; in Section [IV-B], the fact that most functions are invoked only a handful of times during the execution of a program, an observation that is challenging to empirical complexity analysis.

**Griffin-TG.** The results in this section have been obtained through Griffin-TG, a tool that implements the ideas discussed in this paper. This tool has been built on top of the parser used in the Qt Creator IDE. We chose this parser due to its ability to handle programs whose source code is partially available (the parser’s original motivation is syntax highlighting). Thus, we can extract a routine from a C program \( P \), and test this routine separately from \( P \). This choice has greatly simplified the implementation of Griffin-TG; however, it also has limited its scope. There exists no alias analysis implemented in Qt Creator, and we did not want to pay its implementation cost.
Thus, Griffin-TG can only analyze arrays that are unambiguous, e.g., whose address has not been taken, or that are marked with the “restrict” keyword. Consequently, the routines that our implementation can—currently—analyze, tend to be small. Small, yet, non-trivial: as we show in Section IV-A, we handle every kernel in the PolyBench suite, for instance. We emphasize that the lack of an alias analysis is a limitation of our tool, not of our techniques. The only factors that limit our techniques are the quality of the symbolic range analysis (as discussed in Section III-D), and the structure of memory indexing expressions (as discussed in Section I). We have used Valgrind [36] to certify that no experiment reported in this section incurred into invalid memory accesses.

A. Performance Testing

Context: Annotation systems such as OpenMP [37], OpenACC [38], OpenHMPP [39] and OpenSs [40] let developers mark parts of C programs that can run in Graphics Processing Units (GPUs). To use the GPU, data must be transferred from the host CPU, and then back. Some annotations are used to specify which chunks of data must be copied. In 2013, Nvidia released the so called CUDA Unified Memory, which makes such explicit copies unnecessary. This capability consists in a runtime system that manages buffer allocation and data coherence between CPU and GPU memories. Following the taxonomy of Jablin et al. [41] Fig.1], CUDA Unified Memory is a fully automatic management system. It shields programmers from concerns about data movement when developing GPGPU applications.

Problem: which mechanism leads to the implementation of faster programs: manual annotations, or automatic memory management? A benchmark previously used to answer this question is PolyBench, a collection of 24 programs used in scientific computations, like image convolution and LU-decomposition. However, PolyBench provides one set of inputs. If we use only these inputs to answer our question, then we might obtain a misleading answer, as previous work has observed [32]. PolyBench was originally built in the early 2010’s. Today, most of its available inputs lead to negligible execution times in modern GPUs. In this case, managed memory is typically faster, as there is not enough computation to amortize the cost of batched data transfers. Griffin-TG lets us get around this shortcoming.

Solution: We have used Griffin-TG to produce automatic inputs to all the 24 PolyBench kernels. One of these kernels had to be modified to be correctly executed: LU. The modification was necessary to remove an error of division by zero, which could happen in some executions; the contents of one of the input arrays was used as a divisor. Griffin-TG only provides guarantees on the relation between array size and indexing expressions—for the contents of data-structures, we use random values. Apart from this modification, Griffin-TG could produce correct data for all the 99 different arrays used in the 24 kernels. We have executed each kernel 2,000 times, always with different inputs. None of these executions incurred in any invalid memory accesses. Figure 13 shows these results for the Atax kernel.

Discussion: Given a kernel K, if we compare its two versions, managed and manually annotated, and we observe that the result of this comparison, for the largest inputs, matches the result for the lowest inputs, then we call this behavior expected, otherwise, we call it unexpected. In our experiments, we have observed expected behaviors in 15 of the PolyBench kernels. Figure 14 summarizes these findings. Thus, in nine of them, the result was unexpected; and, in eight of these situations the managed memory was faster for the smallest inputs, and slower for the largest—this last trend is also
observed in median and average values. The literature abounds with conclusions drawn from performance tests carried out on top of PolyBench. Our experiments show that the adoption of such conclusions demands care, and perhaps, even further examination.

B. Input-Sensitive Profiling

Context: Input-Sensitive Profiling is an expression coined by Coppa et al. [14], to denote a performance measurement methodology in which costs are associated with distinct input sizes. The key benefit of this methodology is the possibility of estimating, in a totally automatic and fully deterministic way, the asymptotic complexity of computational routines. The profiler receives a program \( P \) and its inputs, and produces a curve relating, for each function \( f \) in \( P \), the memory that \( f \) reads, and the number of operations that it performs. The more often \( f \) is invoked, the more precise is the estimation of \( f \)'s complexity.

Problem: to produce useful information, an input-sensitive profiler such as Aprof requires multiple executions of the same function with different inputs. If that is not the case, then it will not have enough data points to infer the routine’s behavior. Unfortunately, during a typical execution of a program, the same function is invoked only a few times. Santos et al. [15] Fig.1] have showed that the number of invocations of the same procedure obeys a power distribution: over 50% of all the JavaScript functions in long browser sessions are called only once. Furthermore, 60% are called with the same arguments. Along similar lines, Coppa et al. [14, Fig.8] found out that less than 8% of all the functions in SPEC CPU2006’s bzip2 are invoked more than 10 times.

Solution: Griffin-TG helps us to circumvent this shortcoming. To demonstrate this possibility, we adopt the following methodology: (i) we extract a function of interest from a program; (ii) we use Psyche-c [23] to convert this code snippet into a compilable program4; (iii) we use Griffin-TG to generate inputs for this program; and (iv) we use Aprof to estimate the asymptotic complexity of that code. To test this methodology, we have applied it to every one of the 24 kernels in the PolyBench suite: the function that denotes the kernel was tested apart from its enclosing program. Not even the code that initializes the kernel’s input was present. Manual inspection reveals that in every case we have obtained the correct asymptotic complexity via Aprof.

The PolyBench kernels tend to be very homogeneous, from an algorithmic standpoint: they all range over vectors and (bi/tri-dimensional) matrices. Consequently, all the asymptotic complexity functions that we obtain are \( O(n^k), k \in \{1, 2, 3, 4\} \). Thus, to exercise Griffin-TG in a larger context, we have also applied it onto sorting algorithms. Wikipedia5 contains a list of 11 of them in a section called “Popular Sorting Algorithms”. We have gotten implementations for all of them from a well-known open-source collection6. Thus, none of these implementations have been coded by ourselves. Using the combination of Griffin-TG+Psyche-c+Aprof, we could recover the complexity of all the implementations, except for “Radix Sort” and “Counting Sort”. These algorithms contain memory accesses such as \( a[b[i]] \), which are indexed by an untraceable function input (see Definition 2.3). Figure 15 shows plots produced via Aprof for three of the sorting algorithms. These plots associate two quantities: the memory read by each algorithm (before being written, in case they suffer write operations), and the number of basic blocks executed by the algorithm7.

Discussion: the methodology discussed in this section lets us analyze functions outside the programs that contain them. In addition to PolyBench and the sorting algorithms, we have applied it onto code snippets of larger programs such as FFmpeg, for instance. We claim that it would be difficult to reproduce these results even with state-of-the art test generators, such as KLEE [6], DART [7] or Austin [8]. Although such tools excel in code-coverage, they do not provide memory-access guarantees. To produce valid inputs, they must traverse the program from its beginning. Under such constraints, there is no guarantee that the function of interest will be invoked a number of times that is sufficient to enable the automatic inference of its complexity via input-sensitive profiling.

V. RELATED WORK

This paper describes an example of Data-Flow Testing [43]. There exists a vast literature on the subject; however, most of this work concerns strongly typed languages, such as Java or JavaScript. In these languages, the size of an array is part of its definition, e.g., in Java, the size of array \( a \) is given by \( a.length \). Thus, we do not need to resort to a static analysis to reconstruct this size as function of program symbols. Furthermore, out-of-bounds accesses are immediately detected once they happen; hence, not leading to undefined behavior.

To further distinguish our work from similar literature, we point that several celebrated surveys on the subject of automatic testing do not discuss the problems posed by type-unsafe programming languages [44], [45], [46], [47]. This trend continues in textbooks, which often neglect undefined behavior in languages such as C, C++ and assemblies [48]. Edvardsson’s survey briefly mentions that arrays and pointers complicate the generation of test cases [49], [50]. However, even without touching the problem of ensuring in-bound accesses, Edvardsson stated that this field was still open.

Nevertheless, if type-unsafe programming languages have not been the focus of those books and surveys, this omission does not mean that testing software implemented in these languages is not important. Testimony to the importance of this subject is the fact that tools such as KLEE [6], Austin [8] and

---

4Psyche-c is a type inference engine for C. It reconstructs declarations that are missing in the code snippets that we have.


6Available at www.geeksforgeeks.org/sorting-algorithms

7A basic-block is a maximal sequence of instructions \( i_1, \ldots, i_n \), such that \( i_j \) is the target of some jump, or the successor of a previous block, and \( i_n \) is a jump, or the predecessor of some block.
DART [7] either enjoy today much use, or have elicited much discussion. All these tools handle some type unsafe language, such as LLVM’s intermediate representation [51] or standard C. However, although they excel in code coverage, they do not offer try to produce inputs that ensure in-bounds memory accesses — the goal of this work.

**Load Testing.** The testing methodology that we propose in this paper is especially useful in performance evaluation. In itself, this goal is already detached from the vast majority of the research in test automation, in which objectives are often related to bug finding à la Sapienz [52]. However, relatively recent work has brought renewed attention to performance bugs [53], [54], [55], [56]. In contrast to our work, these researchers’ efforts focus on profiling techniques, rather than input generation. Therefore, we believe that our contribution can complement them. We notice that the software engineering literature contains work on test automation for performance evaluation [57], [58], [59]. Yet, the previous techniques that we know about have been applied onto Java programs: a setting in which the size of arrays is already part of their type by construction. Finally, there is much work on performance estimation [60], [61], [62], [63], [64]. For instance, Helal et al. propose a combination of static and dynamic analysis that predicts performance sequential code, once it runs in parallel [64]. An interesting future work is to use Griffin-TG to verify the accuracy of this kind of predictions.

**Test of Code Partially Available.** The ability to test partial code is important to the programming languages community. Researchers have already gone to great lengths to test code in face of missing parts [65], [66], [67]. The usual approach to compile an incomplete program relies on the creation of stubs [68], functionally minimal test-focused implementations of a software interface that replaces their real counterparts. However, the reconstruction of memory-unsafe languages, such as C, C++ or assembly poses challenges to the state-of-the-art techniques available today. In these languages, built-in data-structures lack size information, such as Java’s `array.length`, C’s `array.Length`, or Python’s `len(array)`. A notable work in unsafe languages is Godefroid’s Micro Execution approach [65] to test a program Godefroid runs it in a virtual machine, and whenever access to unallocated memory takes place, he allocates this memory on the fly. Micro Execution was designed to find bugs in low-level code. It is not possible to use it to control the size of memory blocks, in order to carry out performance tests, like we do. Additionally, we point out that our approach does not require any form of virtualization: it is completely static.

**VI. Conclusion**

This paper has presented a methodology to generate inputs for memory-unsafe languages that ensure in-bounds accesses. Our ideas work for a wide range of actual programs, and complements previous techniques that seek to maximize coverage of test cases. In other words, we generate the size of arrays and other aggregate memory blocks, not their contents. Our ideas can be also used alone, without the support of other tools, as an effective way to carry out performance tests, as we have demonstrated empirically.

Our approach is consistent, but not complete: we handle (i) memory accesses indexed by expressions that can be transformed into monotonic functions, and that (ii) are bounded by the inputs that a function receives. Over 90% of the memory accesses that occur in actual programs obey (i), even under limited support of alias analysis. The quality of the range analysis that is coupled with out technique determines (ii). In this paper we used a non-relational implementation of symbolic range analysis, which already lets us deal, for instance, with every kernel in the PolyBench suite. How heavier algorithms impact into our approach is a question that we leave open as future work.

**Software:** Griffin-TG is available at [https://github.com/marolar/griffin-TG](https://github.com/marolar/griffin-TG).
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