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Abstract—Recent years have seen a surge in the popularity of Field-Programmable Gate Arrays (FPGAs). Programmers can use them to develop high-performance systems that are not only efficient in time, but also in energy. Yet, programming FPGAs remains a difficult task. Even though there exist today OpenCL interfaces to synthesize such hardware, higher-level programming languages, such as Java, C# or Python remain distant from them. In this paper, we describe a compiler, and its supporting runtime environment, that reduces this distance, translating functional code written in Java to the Intel HARP platform. Thus, we bring two contributions. First, the insight that a functional-style library is a good starting point to bridge the gap between high-level programming idioms and FPGAs. Second, the implementation of this system itself, including the compiler, its intermediate representation, and all the runtime support necessary to shield developers from the task of transferring data back and forth between the host CPU and the accelerator. To demonstrate the effectiveness of our system, we have used it to implement different benchmarks, used in image processing and data-mining. For large inputs, we can observe consistent 20x speedups over the Java Virtual Machine across all our benchmarks. Depending on the target function that we compile, this speedup can achieve 280x.

I. INTRODUCTION

The last decade has seen a surge in the popularity of hardware accelerators. This technology stands out today as an effective and useful alternative to preserve the ever-growing performance that the computing industry craves for. In the context of this work, we call an accelerator any processor that can be attached to a host CPU to speed up computation which, in principle, that CPU should execute. Typical accelerators include Graphics Processing Units (GPUs)\textsuperscript{[21]}, and Field-Programmable Gate Arrays (FPGAs)\textsuperscript{[18]}. A vast number of computing intensive applications have been shown to be amenable to acceleration, in fields as diverse as mathematics\textsuperscript{[17]}, biology\textsuperscript{[8]}, and physics\textsuperscript{[13]}. Nevertheless, while GPUs are each day more accessible, the use of FPGAs remains restricted to expert programmers\textsuperscript{[7]}. One of the reasons behind this apparent low popularity of FPGAs is the lack of programming support. GPUs can be directly programmed via specific languages such as OpenCL and C for CUDA, or annotation systems such as OpenACC\textsuperscript{[35]} and OpenMP\textsuperscript{[11]}. FPGAs, on the other hand, are still mostly programmed via hardware description languages, such as VHDL or Verilog. Only recently the first attempts to create OpenCL interfaces for FPGAs have reached the mainstream industry\textsuperscript{[15]}. The effort to port higher-level programming languages to the FPGA world seem to collide against the wide semantic wall that separates the efficient hardware from popular programming abstractions such as objects and high-order functions\textsuperscript{[16]}. This difficulty ends up compromising the efficiency of the hardware synthesized from languages such as Java\textsuperscript{[16]}. In this paper, we seek to address such shortcoming – the lack of expressive programming support for FPGAs. To this end, we present a compiler that synthesizes hardware from Java code. However, contrary to previous work that strive to preserve the general object oriented paradigm that permeates this language\textsuperscript{[16]}, we translate functional-style code written in Java. To this effect, we chose to set off from the map-reduce pattern\textsuperscript{[6]}, a high-level programming abstraction that gives us abundant parallelism. We have designed and implemented a compiler that translates key methods of a functional Java library, ParallelME\textsuperscript{[1]} to the Intel Altera HARP processor. Combinations of methods well-known among functional programmers, such as reduce, map, filter and zip, lets us write non-trivial algorithms used in data-mining or image processing. These algorithms are written in a high-level functional style, and our compiler ensures that they can benefit from all the time and energy efficiency of the FPGA-based accelerator.

Our compiler, plus its companion libraries, are publicly available today. In Section IV we demonstrate that this compiler is effective and useful. We have used this compiler to speedup the execution of four well-known algorithms: KNN, String Hash, image conversion and similarity search with great benefit. For large inputs, we can observe speedups of over 20x with regard to the original program that runs on the standard Java Virtual Machine. For the highly parallel implementation of similarity search, we could observe gains of up to 1000x. To benefit from this performance improvement, developers must write programs in a functional style, as a combination of the four previously cited operations, using the ParallelME library\textsuperscript{[1]}. However, programmers remain unaware of the heterogeneous nature of the underlying hardware architecture: they do not need to insert any primitive to transfer data between CPU and accelerator, for instance. We already provide runtime support to shield developers from such tedious and laborious tasks.

II. BACKGROUND

A. ParallelME

ParallelME is a system, formed by a Java Library and a companion compiler, that allows the generation of high-
effects, meaning that the input collection $A$. A filter receives a collection operation provides users with the means to create sub-sets. The three key operations used in ParallelME. This new collection contains only the elements from the Java Virtual Machine, as ordinary Java code, or can be translated to a parallel backend, such as a GPU or an FPGA. In the rest of this section, we describe the ParallelME system, with a goal of justifying some of the design decisions that we introduce later.

B. User-Library

Programmers interact with our system through a user library, that is, a collection of methods which can be combined to build applications. The programming abstraction presented in this work supports three types of operations for performing sub-setting, data-transformation and reduction in images and arrays, covering many of the needs of parallel implementations. These operations are: filter, map and reduce. They follow the form $A \xrightarrow{f} B$, where $f$ represents an operation implemented by the user. The only requirement placed onto this function $f$ is that it must receive a Java collection $A$ and produce an element $B$. $B$ can be an entirely new collection, an empty set or a singleton. In what follows, we describe the three key operations used in ParallelME.

a) Filter ($A : L, f : L \rightarrow bool) \rightarrow B : L$: This operation provides users with the means to create sub-sets. A filter receives a collection $A$ of type $L$, plus a predicate $f : L \rightarrow bool$, and produces a new collection $B$ of type $L$. This new collection contains only the elements from $A$ that cause the predicate to be true. Filter does not allow side-effects, meaning that the input collection $A$ is considered an immutable data structure. In other words, filter causes the creation of a new memory region to hold its output $B$. The operation is expressed by the following equation, where $A$ is the input collection, $f$ is the user function with a boolean result and $B$ is the resulting collection:

$$A = \begin{bmatrix} a^1 \\ \vdots \\ a^n \end{bmatrix} \xrightarrow{f} B = \begin{bmatrix} b^1 \\ \vdots \\ b^m \end{bmatrix} \quad \forall B = \emptyset, \quad \text{where} \quad B \subseteq A$$

Example 2.1 (Filter): The abstract type $T$ represents the collection element type, which is also the collection element type associated with the result variable. The user code returns a boolean value, meaning that elements that return true in the function call will be inserted into the resulting collection, while those that return false will not.

b) Map ($A : L, f : L \rightarrow L') \rightarrow B : L'$: The map operation applies an user function over every element of a given input collection $A$, returning a new collection $B$ as the result. It is mathematically expressed by the equation below, where $A$ is the input collection, $f$ is the user code and $B$ is the resulting output collection:

$$A \xrightarrow{f} B = \begin{bmatrix} b^1 \\ \vdots \\ b^n \end{bmatrix}$$

Like filter, a map operation does not allow side-effects. Thus, its input $A$ is considered an immutable data structure. However, contrary to filter, a map outputs a collection $B$ always with the same size as $A$, albeit with a potentially different type $L'$. The new data set is formed by elements that result from applying the operator $f$ on each element in $A$. Notice that the relative order of elements is preserved from input to output. Because map does not yield side-effects, changes performed on a given element are discarded after the user function runs.

c) Reduce: ($A : L, e : L, f : (L, e) \rightarrow L') \rightarrow b : L'$: The reduce operation is an aggregation function designed to combine in pairs all the elements of an input collection $A$. Reduce returns a single summary value $b$ of type $L'$. Similar to our previous two operators, reduce does not allow side-effects, meaning that the collection $A$ is also considered an immutable data structure. Therefore, changes performed on a given element of $A$ are discarded after the user function runs. The operation is expressed by the following equation, where $A$ is the input collection, $f$ is the user code with an aggregation function and $b$ is the summary value:

$$A = \begin{bmatrix} a^1 \\ \vdots \\ a^n \end{bmatrix} \xrightarrow{f} b$$

Example 2.2 (Reduce): The abstract type $T$ represents the collection element type, which is also the summarized value type associated with the result variable. The user function, acting as an aggregator, receives a pair of input parameters ($elem1$ and $elem2$), performs its operations and returns a single value. Each return value will be used as an input for the next iteration on the collection, forming a new pair of input parameters with an element not yet visited by the reduction iterator.

C. Harp

Multi-core architectures use cache-coherent, low-latency, and high speed fabrics for core communication. In 2011, Intel introduced the Heterogeneous Accelerator Reconfigurable Platform (HARP) [22], to integrate reconfigurable FPGA accelerators to multi-core systems. This new platform uses the Intel QuickPath Interconnect Technology (QPI), to allow all devices to share system memory, intermediated by cache coherence protocol fabrics. Later, in 2015, the first academic version for HARP was available, and in middle 2017 the second version of HARP has been released for the research
community. Finally, in early 2018, Intel announced the first commercial Intel Xeon Scalable processor with integrated Intel Arria 10 FPGA [9].

The HARP design bears several similarities with modern CPU-GPU systems; however, these technologies also present substantial differences. Figure 1(a)-(d) contrasts the HARP and the GPU architectures regarding the CPU data access mechanism. In CPU-GPU systems, the GPU should first transfer the data to the device memory, as we can see in Figure 1(a). On the other hand, the HARP system relies on a data coherence protocol that uses the cache to facilitate the sharing of data between host and device, as shown in Figure 1(b). The accelerator requests data on-the-fly, which is then delivered by the HW/SW Intel APIs. Thus, contrary to ordinary GPU systems, in the HARP data transfer and computation overlap without explicit intervention from developers. Figure 1(c) depicts a GPU implementation by using multiple hardware work queues (Hyper-Q), where \( I_1, \ldots, I_n \) are the data sent from host to device, \( K_1, \ldots, K_n \) are the acceleration kernel executions, and \( O_1, \ldots, O_n \) are the device to host data transfer. To support seamless overlapping, the HARP has a local cache of 64Kb inside the FPGA as shown in Figure 1(d).

Although the Intel APIs help to eliminate the need for creating low level HW/SW data access, several limitations have prevented such tools from becoming widely accepted. First, the accelerator design and the accelerator interface still require expertise in FPGA devices. Even by using high-level languages like Intel’s version of OpenCL, the design is highly sensitive to coding style to effectively extract parallelism. Moreover, the Intel “Best Practices Guide” advises in the introduction that programmers should know details of the underlying hardware, and compiler optimizations for FPGAs. One of the goals of this work is exactly to free developers from this subtitle of the hardware. Thus, we bring to developers who are not experts on FPGA design the benefits of this hardware, while letting them code applications in a popular and high-level language such as Java.

D. Accelerator Architecture

In this work, we propose to automatically generate an FPGA-based accelerator unit for the HARP version 2 platform shown in Figure 1(b). If the FPGA has enough resources, we generate the multiple accelerator units (ACC) to achieve higher throughput by exploiting spatial parallelism. Because the HARP provides a 16 GB/s bandwidth through its 512-bit interface, we have created a customized I/O interface to maximize data transfer between CPU and FPGA for the Harp architecture. This interface is implemented as a layer over Intel OPAE (Open Programmable Acceleration Engine). OPAE is an open community effort started by Intel to simplify the integration of FPGA acceleration devices. Therefore, the accelerator unit can be extended to target others FPGA-based cloud platforms.

III. Compiler Design

This paper describes a compiler that translates Java into Verilog, in a four-steps process:

- **Front-End:** Java code is translated into an intermediate representation. At this level, programs are represented as dataflow graphs, in which vertices are operations, and edges denote dependences between operations;
- **Merging:** independent graphs representing different functions are merged into super-graphs. The union reduces data transfers between host and device;
- **Parallelization:** the dataflow super-graph is replicated. Each instance represents code that can run in parallel;
- **Back-End:** the final graphs are translated into Verilog. Verilog code is imprinted into the HARP FPGA.

Figure 2 shows the several intermediate representations that we use before generating Verilog code. In the rest of this section we describe each one of these representations, and explain how the translation process happens.

**FRONT-END:** the input of our compiler is a Java program; however, only a few parts of this program are translated. As mentioned in Section I, we translate four basic functional operations: map, reduce, filter and zip. These operations must be written as extensions of ParallelME classes. In Figure 2 we use anonymous classes to extend Map and Reduce. The translation of source code does not require parsing; instead, we rely on Java’s reflection. Code is translated on-the-fly, that is, while the target program runs on the JVM. The output of this translation is a data-flow graph. Figure 2(b) shows an example.

**MERGING:** the goal of this stage is to unite Dataflow graphs that execute in sequence. This union reduces data transfer between the CPU and the FPGA. Sequences are already discovered during the first phase of our pipeline, e.g., **Front-End:** if the output of a function \( f \) is used as input in a function \( g \), and both are translated, then the joining applies. This optimization replaces the IR graphs produced to \( f \) and \( g \) into a single graph, which represents both functions. Operationally, joining is a relatively simple operation, which consists in rewiring edges: edges pointing to the output node of \( f \) are rewired towards the input node of \( g \). Figure 2 (c) shows the graph that results from merging the two graphs seen in Figure 2 (b).

**PARALLELIZATION:** once we have the graphs that result from the merging phase—henceforth called supergraphs— we proceed to replicate them. Replication is the strategy that we use to obtain parallelism. Each one of the operations that we compile: map, reduce, filter and zip, contains one loop that iterates through a data-structure. In principle, we could simply synthesize this loop onto the FPGA. However, this approach would not give us the parallelism that we need. Therefore, instead of simply implementing the loop directly, we unroll it. The unrolling factor is determined by the amount of resorls that we can fit into the FPGA. Typically, the loops that we produce process from 16 to 64 elements of a loop per cycle. Concretely, an unrolled loop consists of a series of similar supergraphs, as Figure 2 (d)
shows. We also generate an epilogue to account for loops whose number of iterations is not a multiple of the unrolling factor. This epilogue consists of a serial loop, which process all the remaining elements.

**BACK-END:** The final stage of our pipeline consists of hardware generation. To convert a data flow graph onto Verilog, we use Veriloggen [32]. Thus, we do not convert the dataflow seen in Figure 2 directly to Verilog; instead, we produce the input of Veriloggen. This tool receives a description of the hardware, written as a set of Python functions, and produces actual Verilog syntax. This description uses a series of components predefined in a framework developed in a previous work. [23] This tool, Veriloggen, shall read these modules, and will translate them to existing components in Verilog, which we imprint onto the HARP.

**IV. EVALUATION**

The goal of this section is to answer two research questions (RQs), which we state as follows:

- **RQ1:** is the proposed system expressive enough to let developers write effective and useful programs?
- **RQ2:** what is the speedup that we can expect by translating Java functions into the Intel HARP architecture?

**A. RQ1 – Expressivity**

It is difficult to measure expressivity; how easy and elegant are the algorithms that we let developers write. To address this research question, even if from a rather subjective point of view, we shall describe four benchmarks, which we have written to demonstrate the effectiveness of our system. These benchmarks are common algorithms, used in data mining.
and image processing. Table I summarizes them. In the table, we let Map, Fil, and Red represent the number of map, filter and reduction operations present in each program, respectively. We let Loc denote Lines of Code, in Java, and CLoC denote the number of Compiled Lines of Code. In other words, CLoC represent the number of lines of code that were effectively translated by our compiler into Verilog. Notice that this number is small; however, its size is misleading. A statement such as list.reduce(0, addition) encodes, into a single line, relatively complex semantics. We shall describe each individual application in the rest of this section.

**TABLE I**

**THE BENCHMARKS USED IN THIS PAPER.**

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Map</th>
<th>Fil</th>
<th>Red</th>
<th>Loc</th>
<th>CLoC</th>
</tr>
</thead>
<tbody>
<tr>
<td>SubZip</td>
<td>1</td>
<td>1</td>
<td>50</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>SimSearch</td>
<td></td>
<td></td>
<td></td>
<td>81</td>
<td>16</td>
</tr>
<tr>
<td>StringHash</td>
<td>1</td>
<td>1</td>
<td>115</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>RGB2YUV</td>
<td>1</td>
<td></td>
<td>101</td>
<td>28</td>
<td></td>
</tr>
</tbody>
</table>

**Benchmark 1: SubZip.** This benchmark performs pairwise subtraction between two arrays, returning, for each index, the absolute difference of the subtraction of elements in that index. If one array is larger than the other, only the common prefix of the same size is used in the algorithm. Concretely, this operation is a combination of a zip and a map: The former combines elements in the same index, forming pairs, and the latter performs the operation: $f(x_1, x_2) = |x_1 - x_2|$.

**Benchmark 2: SimSearch.** This similarity search algorithm takes an array $v$ of integers, an integer query $q$ and a maximum distance $d$. From these inputs, the algorithm finds the element in $v$ that is the closest to $q$, as long as it is less than $d$. If no element meets this requirement, we return $d$.

The definition of distance can be parameterized; in this paper, we use absolute value. Concretely, our implementation uses a map function to calculate the distance from every element in $v$ to $q$. After that first phase, a filter function returns only elements that have distance to $q$ under the threshold $d$.

Finally, a reduce operation singles out the minimum element that we are searching.

**Benchmark 3: StringHash.** This benchmark calculates the hash code for a Java String via a map and a reduce operation. Concretely, we map every character in the string onto its $31^{st}$ power, and then use a reduction to compute the module of the sum of all these elements:

$$ f(s[n]) = s[0] * 31^{(n-1)} + s[1] * 31^{(n-2)} + ... + s[n-1] $$

**Benchmark 4: RGB2YUV.** This benchmark converts RGB images into the YUV format. Concretely, the benchmark uses only one map operation. However, contrary to the previous algorithms that we use, in this case we use a more complex datatype. Instead of working on arrays of primitive types, we use an array of triples, which are implemented as Java classes. Thus, given an input $(R, G, B)$, our mapping operation applies the following transformation on it:

$$ Y = (9798R + 19235G + 3736B) >> 15 $$
$$ U = (21208R + 16941G + 3277B) >> 15 + 128 $$
$$ V = (-4784R + 9437G + 4221B) >> 15 + 128 $$

**d) Discussion:** Table I shows the size of each of these benchmarks. They are relatively small, and have been written in a high-level programming language. More importantly, they have been written without any concern about the fact that they would be, ultimately, compiled to a highly parallel computer architecture. As we shall see in Section IV-B, all these benchmarks can run seamlessly onto an ordinary computer, or in the Intel HARP. Thus, not only their semantics is portable across architectures – a fact that is expected, given that these programs are virtualized – but they are also “performance-portable”. That is to say: we do not lose performance by translating the programs into the FPGA. On the contrary, we obtain impressive gains, as we soon discuss. Thus, we believe that we can provide a positive answer to our first research question.

**B. RQ2 – Performance**

**Methodology.** In this section, we evaluate the performance of the code that we produce, when compared to the original execution of the Java program, in the Java Virtual Machine. Runtime numbers report wall-clock execution. Each sample that we report results from 10 measurements. To reduce the so called warm-up time of the JVM, we discard the first three executions. Warm-up time is the time that the JVM takes to reach a steady state, in which code has been already compiled just-in-time, for instance. Every sample considers the data transfer between CPU memory and FPGA.

**Throughput.** Table II shows time results for the largest input values available for each one of the four benchmarks that we have. Throughput is measured as the amount of data processed per time unit. It is limited by the quantity of data that we can transfer to the FPGA, and by the amount of operations that we can perform simultaneously in the FPGA. The RGB2YUV benchmark gave us the maximum throughput – a natural fact, given that this benchmark contains the largest number of operations per data. The minimum throughput comes from SubZip – another natural fact, because this benchmark performs the lowest number of operations per data. Notice that the amount of data transferred differs among benchmarks. For example, RGB2YUV sends to the FPGA an array in which each cell consist of $3 \times 32$ bits, and reads back an array of similar size. StringHash, in turn, reads an array of characters, and returns a primitive value formed by 64 bits. In the case of SubZip, the input is twice the size of the output: it reads two arrays, and returns only one. Finally, our implementation of SimSearch has inputs and outputs of the same size. Instead of returning a single element, our implementation of filter uses a flag to indicate, for each element in the array, which cells yield true and false answers.

**Speedup.** Figures 3 and 4 compare runtimes of our benchmarks with and without acceleration. The goal of these
experiments is to show that we can increase the performance of our benchmarks by mapping them onto the Intel HARP. These charts show that our techniques boosts the runtime of all our benchmarks, in some cases, with substantial gains.

Figure 5 shows how our speedup increases, given increasing inputs. The larger the test case, the greater the observed speedup. The most noticeable gains were observed in RGB2YUV. For images with 4M × 4M pixels, we could observe an speedup of approximately 270 times over the same program running in the JVM without HARP-based acceleration. The fact that we obtain the largest speedup in this benchmark is expected, because it presents the highest amount of data reuse: the same pixel is processed multiple times during image conversion. Another interesting observation concerns the threshold of gains: for very small inputs, the use of the FPGA becomes a liability. In our experiments, input sizes with less than 32,768 elements lead to slowdowns when compiled to the HARP in every benchmark but RGB2YUV. For small inputs, the transfer time does not pay off the performance gained via parallelism.

Resource Usage. Table III shows the resources used by the HARP FPGA, after the synthesis of each benchmark. Every benchmark was synthesized with a clock of 200MHz. Hence, our gains in performance, reported in the previous experiments, come out of parallelism, not from computational power. The number of Adaptive Logic Modules (ALMs), together with the number of Digital Signal Processing (DSP) blocks, give us an idea of the relative complexity of the benchmarks. ALM units implement the basic operations performed by the synthesized hardware; DSPs implement a few batch operations, such as block multiplications and block additions on floating point numbers. The greater the presence of these units, the more complex tends to be the benchmark. The last column of Table III shows the time necessary to synthesize the hardware, in hours. The compilation of each benchmark takes about two hours to finish. This heavy cost in time is paid only once, during the synthesis of the map, reduce and filter operations that constitute a benchmark, and is also present in recent work that compile high-level programming languages to FPGAs [14], [24]. Further invocations of the same benchmark do not incur in such a cost.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Copies p/ ACC</th>
<th>ALMs (bits)</th>
<th>Memory blocks (44%)</th>
<th>DSP Blocks</th>
<th>Time (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SubZip</td>
<td>15</td>
<td>110,405 (26%)</td>
<td>24,344,080 (44%)</td>
<td>0 (0%)</td>
<td>3.04</td>
</tr>
<tr>
<td>SimSearch</td>
<td>15</td>
<td>111,426 (31%)</td>
<td>24,344,080 (44%)</td>
<td>0 (0%)</td>
<td>3.04</td>
</tr>
<tr>
<td>StringHash</td>
<td>8</td>
<td>112,152 (26%)</td>
<td>24,344,080 (44%)</td>
<td>128 (8%)</td>
<td>1.53</td>
</tr>
<tr>
<td>RGB2YUV</td>
<td>15</td>
<td>111,395 (28%)</td>
<td>24,344,080 (44%)</td>
<td>729 (47%)</td>
<td>1.53</td>
</tr>
</tbody>
</table>

Fig. 3. Kernel Execution time for every benchmark. Bars are using logarithm scale and time are in Milliseconds.
e) Discussion: The experiments in this section let us show that our system is able to deliver very large speedups onto the typical execution of Java programs. Notice that our baseline is the sequential version of each Java program. One could argue that we should compare these programs against parallel implementations. However, we emphasize that in no moment developers had to worry about parallelizing the benchmarks that we have translated to the HARP. That is to say that we are delivering a huge performance boost at no development cost. Such could would have to be paid, for instance, if developers decide to rewrite the applications to use the Java Concurrent Library, for instance.

V. RELATED WORK

In the last decades, several approaches have tried to overcome the FPGA programmability problem. The recent popularization of hardware accelerators have brought rewed importance to this quest, with several contributions been released in the last two years [12], [14], [20], [24], [33]. The work of Prabhakar et al. [24], is based on functional languages to express a dataflow representation of applications to be mapped to hardware pipelines. Their starting point is a high-level, domain-specific language embedded in Scala. They target mostly machine learning applications. To enhance programmability in this context, Prabhakar et al. propose a series of compilation steps to automatically generate the hardware design from an intermediate representation (IR) based on parallel patterns (eg: map, reduce, zip, fold, etc.). These patterns are mapped into hardware via a set of parameterizable hardware templates, which are implemented using a low-level Java-based hardware generation language (HGL) called MaxJ. The experimental results report speedups up to 39.4x on a set of data analytics benchmarks. We could not reproduce these results, because Prabhakar et al. do not provide explicit information about execution time and the input data set. For the k-means benchmark, they report a 19.7x speedup relative to the handmade hardware baseline; however, previous work [14] reports a marginal speedup of 1.15x when compared to a 6 core CPU. Koepflinger et al. [14] proposed several improvements onto the contributions of Prabhakar et al. [24]. Our work differs from Koepflinger’s and Prabhakar’s in the choice of the language, and in the choice of the back-end. We also believe that we use a different compilation process: whereas Koepflinger and Prabhakar have pre-compiled components for particular functions, we perform actual compilation. In other words, none of our dataflow programs reuse pre-compiled parts.

There exist previous attempt to enhance FPGA programmability in languages that do not run on the JVM, such as C and C++. For instance, the work of Wang et al. [33] presents a MapReduce framework on FPGAs named Melia, which abstracts FPGAs by using MapReduce interfaces written in C and OpenCL. They propose optimizations to tune a series of parameters which significantly affect the FPGA performance and resource utilization. They have reported speedups ranging from 0.5x to 3.2x compared to a GPU approach [33]. The work of Neshatpour et al. [20] presents an end-to-end map-reduce based implementation for a cluster of heterogeneous CPU+FPGA architectures. However, the authors have not experimented with an actual FPGA implementation; instead, they resort to simulation to present results. Kachris et al. [12] propose a specialized hardware accelerators by using High-level Synthesis (HLS) tools for the Map tasks as a control-dataflow, and a scratchpad memory reconfigurable accelerator for the Reduce tasks. Programmers must write their applications in a combination of C/C++ code using the Phoenix MapReduce framework. Kachris et al. report speedups in the range of 1-5x, compared against an 8-core processor.

In terms of heterogeneous CPU-FPGA hardware, several companies have been designing their own platforms. IBM has developed the Coherent Accelerator Processor Interface (CAPI) [31] to integrate the Power8 processors with FPGAs or other accelerators. This interface allows the integration of accelerators to processors using I/O pins and provides an abstraction layer for the accelerators to access the system memory. In 2016, Microsoft released the Configure Cloud [2], an evolution of the original Catapult project [26]. In this platform, the FPGA accelerator cards are placed between the Network Interface Card (NIC) and the switch, providing low-latency FPGA-to-FPGA communication. There is also a PCIe communication interface between the Xeon processors and the FPGA accelerator cards. Amazon Web Services is also becoming an important player after the release of the EC2 F1 platform, where FPGA-based accelerators are available at processing nodes in the cloud.

Previous work on Intel Harp v1 have demonstrated how to accelerate specific applications [3], [4], [36], [29], [37], [34], [10], [28], [19], [30]. Different from these approaches, we provide a generic Java-based programming interface to the Intel HARP system. We translates Java code directly to both CPU executable binaries and FPGA configuration bitstreams. This combination of CPU-FPGA code does not assume any previous hardware design knowledge from the programmer. Thus, in this paper we claim the design and implementation of the first compiler able to translate programs written in a high-level language to the HARP architecture.

VI. CONCLUSION

This paper has presented a complete framework that translates Java code into Verilog specifications, and uses the Intel HARP infrastructure to emulate such hardware. The benefit of our framework is programmability: developers can write code in a high-level programming language, and profit from all the efficiency of the FPGA. Experiments performed on a number of benchmarks used in different domains show impressive gains. Our work differs from similar techniques not only in our choice of target technologies –Java and HARP– but also in terms of our design decisions: we chose to restrict compilation to a small core of components that could, indeed, benefit from extra parallelism. Our framework is practical and effective; however, much work is still left to be done. In particular, we would like to extend it to other functional operations, such as flat-map and group-by.