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Abstract

In the migration of object-oriented systems towards the aspect technology, after locating fragments of code presenting a crosscutting behavior and before extracting such code to aspects, transformations may be needed in the base program. Such transformations aim to associate crosscutting code to points of the base program that can be captured using the pointcut descriptor model of aspect-oriented languages. In this paper, we present a catalog of object-oriented transformations and demonstrate the importance of such transformations by reporting on a case study involving four systems that have been aspectized using AspectJ.
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1. Introduction

In the last 10 years, aspects have emerged as the main programming paradigm for the modularization of crosscutting concerns. As a consequence, several works have been developed in two areas that are critical when migrating to this new technology: aspect mining [6,19,34] and aspect-oriented refactoring [21,16,24,25]. The purpose of aspect mining techniques is to identify crosscutting concerns in legacy, non-aspect-oriented code. Once they are located in the target program, aspect-oriented refactorings can be applied to modularize such concerns into equivalent aspects. As usual in refactoring tasks, the purpose is to improve the internal structure and the design of a given system, while preserving its behavior [13].

However, often it is not possible to directly extract to aspects concerns suggested by aspect mining tools [24,2,3]. The reason is that aspect-oriented languages only support the introduction of crosscutting behavior in join points, i.e., well-defined points of the execution of object-oriented systems. For example, in AspectJ join points include methods calls and execution, read and write to fields, exception handlers execution, class initialization, etc. However, in legacy systems we should not expect that crosscutting code is located precisely before, around or after join points, as required by AspectJ. Thus, after the mining of crosscutting concerns and before the beginning of the refactoring task, programmers usually need to transform the base program in order to associate crosscutting statements with parts of the program that can be captured by the pointcuts of an aspect-oriented language [2,3].

Most of the works in the area of aspect-oriented refactoring frequently mention the need of such enabling object-oriented transformations. However, they usually do not provide detailed information about the spectrum of the possible transformations and the frequency that such transformations are required when migrating real-world systems to aspects. For example, in one of the first papers about aspect-oriented refactoring, Monteiro recognizes that “it is sometimes necessary to refactor the base code in order to expose the necessary join points to AspectJ” [23]. However, even in Monteiro more recent papers, this necessity is not investigated in details [24,25]. In a paper from 2001, Murphy et al. affirm that a concern can be easier modularized “if advance work to
prepare the software system is undertaken” [26]. However, the recommended preparation only includes encapsulating concerns in entire methods and classes and moving groups of crosscutting statements to the beginning and ends of methods. When proposing a tool and a refactoring methodology for decomposing legacy applications into a set of features, Liu, Batory, and Lengauer mention that rearranging the order of statements may be needed before tangling features can be extracted [22]. However, they have not quantified the frequency that such reorderings are required. Instead, they only mention that “several iterations of this step may be necessary to achieve an acceptable refactoring”. Binkley and colleagues have developed the AOP-Migrator tool, an Eclipse plug-in that automates a set of aspect-oriented refactorings [3]. They recognize that “OO transformations represent an important cost in the migration process” towards aspect-oriented systems and present wrap-up statistics on the use of such transformations in the refactoring of four medium-sized Java programs. However, since their emphasis was on the presentation of the refactorings automated by AOP-Migrator, the authors have not devoted too much effort in describing and giving examples about object-oriented transformations.

This paper documents an in-depth investigation about transformations that must be applied to the base code of object-oriented systems, after the identification of crosscutting concerns and before the encapsulation of such concerns in aspects. The contributions of the paper are twofold. First, it describes a collection of object-to-object transformations used to enable the extraction of crosscutting statements to aspects. Similar to catalogs of object-oriented refactorings, the description is illustrated by examples taken from real-world aspect-oriented systems. Second, the paper details results about the use and the importance of such transformations in object-oriented systems that have been migrated to aspects. Such results demonstrate that the transformations investigated in the paper are critical to turn legacy systems ready to aspect-oriented refactorings. For example, the ratio between the number of applied transformations to the number of join points advised by aspects has ranged from 0.15 to 1.33 in the systems considered in our study. We have also concluded that it is very complex to automate the proposed transformations, even if supposing that concerns have been previously located by an aspect mining tool.

The remaining of the paper is organized as follows. We start out describing the identified transformations and giving examples of their use in four Java systems (Section 2). Next, Section 3 quantifies the use of the proposed transformations in such systems and correlates this use with the kind of crosscutting concern being aspectized. In Section 4 we discuss related work and Section 5 presents the conclusions. Finally, Appendix A presents a formal description of the transformations used in the paper.

2. Object-oriented transformations

Following the convention proposed by Binkley and colleagues, an object-oriented transformation is a reorganization of the source code of a given system that preserves its behavior and enables an aspect-oriented refactoring [2,3]. Since OO transformations usually do not improve the internal design of the system, they are not called refactorings. Instead, in this paper the name refactoring is reserved to manipulations that aspectize a given OO code.

We have only considered transformations applied to crosscutting code of Java systems, i.e., code that is tangled and spreaded among the classes of systems implemented in this language. Moreover, it is assumed that the candidate concerns have been previously located in the source code, possibly using an aspect mining tool.

Our investigation considers AspectJ as the target aspect language, since it is the most mature and the most widely used aspect language nowadays. For this reason, the proposed OO transformations have the purpose to enable aspect extraction accordingly to the dynamic join point model supported by AspectJ. This model limits the available join points to the following events: method calls or executions, field gets or sets, exception handler executions and class initializations.

The examples used to illustrate the transformations described in this paper have been taken from the following systems:

- Jaccounting: a Web-based business accounting system, which automates invoicing, bills and accounts handling. In this paper, we used as example transformations performed by Binkley and colleagues in order to aspectize JAccounting transaction management code [3].
- JHotdraw: a framework targeting applications for drawing technical and structured graphics. In this paper, we used as example transformations performed by Binkley and colleagues in order to aspectize JHotDraw undo concern [2].
- Prevayler: a persistence system for Java objects. In this paper, we used as example transformations performed by Godil and Jacobsen in order to aspectize the following Prevayler concerns: snapshots, clocks, censoring, replication, persistent logging, and multithreading [14].
- Tomcat: a Web container that supports servlets and JSPs. In this paper, we used as example transformations we have performed in order to aspectize the logging concern from a subset of the Tomcat packages. The subset

---

1 Besides AOP/AspectJ, other alternatives can be used in the modularization of crosscutting concerns, including meta-object protocols [20] and mixins [4].
2 http://jaccounting.dev.java.net.
selected includes classes from the org.apache.tomcat.* packages (around 45 KLOC from a total of 152 KLOC of the complete system).

The transformations investigated in the paper are divided in two groups: statement reordering and method extraction. The following subsections describe such groups of transformations, giving examples of their use in the mentioned systems. Appendix A provides a formal definition of the proposed transformations.

2.1. Statement reordering

Statement reordering transformations prescribe the movement of statements with a crosscutting behavior to before or after statements of the base code whose execution can be captured by the pointcut descriptor language of AspectJ. A list of the seventeen transformations included in this group is showed in Table 1.

The first two transformations in Table 1 prescribe moving statements classified as crosscutting to the beginning or to the end of a method body. The purpose is to enable the modularization of such statements using a pointcut of type execution associated to a before or after returning advice. The third transformation prescribes moving a crosscutting statement to just before a return, in order to enable its extraction using an after returning advice. Transformations 4–7 determine the movement of crosscutting code to the statement before or after the call of a method or constructor. The purpose is to enable the aspectization of such statements using a pointcut of type call, associated to a before or after returning advice. Transformations 8–9 prescribe moving code to the beginning or to the end of an exception handler block. The intention is to support refactoring of this code using a pointcut of type handler. Transformations 10–13 determine moving code to before or after a field read or write. The purpose is to make possible the modularization of this code using a pointcut of type set or get. Transformations 14 and 15 specify the movement of crosscutting code to the initialization block of a class, in order to permit its extraction using a static-initialization pointcut.

Transformation 16 proposes merging separated crosscutting statements into a single block of statements that can be modularized in an advice. Transformation 17 proposes breaking an expression with tangled crosscutting concerns in two expressions: one in charge of evaluating just the crosscutting concern and the other in charge of evaluating the non-crosscutting behavior. In this way, the former expression can be refactored more easily.

2.1.1. Examples

The example of Fig. 1 describes the application of the Transformation 1 in the aspectization of the JAccounting system. In this example, the crosscutting statement in charging of starting a transaction has been moved to the beginning of the method block. In this way, a Extract Beginning of Method refactoring can be applied [3]. Fig. 2 describes an example of using Transformation 17 in JHotDraw. In this example, the expression originally returned by the method was broken in two subexpressions, whose values were stored in local variables. In this way, the code associated to the JHotDraw undo functionality was restricted to a single expression, enabling a refactoring of type Extract Pre-Return [3].

2.1.2. Ad hoc transformations

Statement reorderings should be the first transformations applied when extracting crosscutting statements to aspects. Nevertheless, depending on the program and the concern to be refactored, it is not always possible to change the order of some statements. For example, suppose the following application of Transformation 1:

```java
void foo() {A;B;...} ⇒ void foo() {B;A;...}
```

In order to enable the application of this transformation, the following four preconditions should be met: (i) B must not change any state value that is accessed by A (including local variables, fields, persistent data, etc.); (ii) A must not change any state value that is read by B; (iii) both A and B must not change the value of the same state value; (iv) B should not change the execution of the program in a way that precludes the execution of A (for example, throwing an exception or executing a return). A detailed description of the preconditions required by the proposed transformations is included in Appendix A.

When the preconditions required by a transformation are not accomplished, the programmer can attempt so called ad hoc transformations [3]. The purpose of these transformations is to restore the expected state and the execution flow of the system after the application of a statement reordering transformation. Usually, ad hoc transformations prescribe changes that are very specific to each concern and code base. For example, they can rely
on temporary variables to save the state of the system or to reestablish its normal execution flow.

Since ad hoc transformation are very dependent from a given base system, this paper does not include a catalog for such transformations. However, Fig. 3 shows an example of the application of an ad hoc transformation in the modularization of the transaction handling concern in the JAcounting system. In this example, Transformation 4 was initially applied to move the commit statement to just before the statement that closes the database session. However, this transformation has an impact in the normal execution flow of the system: in the original code, the commit is called only when the try block executes without any statement throwing an exception; in the transformed code, since the commit has been moved to the finally block, it is also executed even when an exception is raised. In order to reestablish the original control flow of the system, a temporary variable tx is used to indicate if the catch block was executed (tx==null) or not. Thus, the commit is now only called when tx is not null.

```java
Account createInternalAccount(Session sess, ...) throws ...
{
    Account account= null;
    net.sf.hibernate.Transaction tx= null; // aspect
    try {
        tx = sess.beginTransaction(); // aspect
        // ...
    } finally {
        sess.close();
    }
}
```

```java
Account createInternalAccount(Session sess, ...) throws ...
{
    net.sf.hibernate.Transaction tx= null; // aspect
    tx= sess.beginTransaction(); // aspect
    Account account= null;
    try {
        // ...
    } finally {
        sess.close();
    }
}
```

```java
try { .... }
    tx.commit(); // aspect
catch (Exception e) { ... }
finally {
    sess.close();
}
```

```java
try { .... }
    catch (Exception e) { ... }
finally {
    tx.commit(); // aspect
    sess.close();
}
```

```java
try { .... }
    catch (Exception e) { ...; tx= null; ... }
finally {
    if (tx != null) tx.commit(); // aspect
    sess.close();
}
```

Fig. 1. Code before and after the application of Transformation 1 in method of the JAcounting system. Comments indicate the code classified as having a crosscutting behavior.

Fig. 2. Example of the application of Transformation 17 in the JHotDraw system.

Fig. 3. Example of the application of Transformation 4 in the JAcounting system, followed by the application of an ad hoc transformation.

2.2. Method extraction

Method extraction is one of the most common object-oriented refactorings [13]. It is used to turn a fragment of code into a method, facilitating its understanding and reuse. In the context of aspect-oriented refactorings, such transformations are recommended when the crosscutting code is not before or after a join point, neither can be moved to a join point, as prescribed by Transformations 1–17. In this case, the goal of method extraction is to transform part of the non-crosscutting code that succeeds or precedes the code classified as crosscutting into a method. In this way, the transformation creates a join point that can be captured using a pointcut of type call.

Table 2 describes the transformations included in this group. Transformations 18–20 recommend extracting a method including the code that precedes and/or succeeds statements classified as crosscutting. Transformation 21 prescribes the extraction of a method containing the statements of a try-catch-finally block. The purpose is to support the modularization of exception handling code by means of an around advice. Similarly, Transformation 22 defines the extraction of a method containing the code of a synchronized statement. Transformation 23 recommends the extraction of a method when the designator withincode cannot disambiguate the join points captured by a given pointcut, particularly when multiple, syntactically equivalent join points exist in the lexical scope a method. Transformation 24 is useful when an aspect needs to obtain the value of local variables of the base code. Since AspectJ does not consider as join points assignments to local variables, the solution consists in transforming such operations into method calls.

2.2.1. Examples

Fig. 4 shows an example of the application of Transformation 18 in the Tomcat system. After the transformation, a pointcut can be used to capture the call of the extracted method. The logging command can then be refactored to an after advice associated to this pointcut. Fig. 5 exemplifies the application of Transformation 21 to extract a method containing a try-catch-finally block tangled in a method of the Prevayler system. After the application of this transformation, the Extract Exception Handling refactoring can be used to modularize the exception handling code [3]. Fig. 6 describes an example of the use of Transformation 23 in the Prevayler system. Since there are two calls to readObject in the method described in this figure, the call preceding the clock crosscutting concern was extracted to the getTimeStamp method. In this way, this concern can now be refactored to an after advice associated to a pointcut that intercepts only calls to the extracted method.

2.2.2. Limitations

Method extractions have the potential to enable join points in many parts of a system. However, the extracted code can present characteristics that difficult the application of such transformations, such as access to local variables or multiple exit points. In the case of accessing local variables, a recommended solution is to apply the object-oriented refactoring known as Replace Method with Method Object [13]. In the case of multiple exits (for example, the existence of a return statement in the extracted method), the solution can rely on a flag to indicate a normal exit or an exit due to a return statement.

3. Case study

This section presents the results of a study about the use of the described transformations in the aspectization of JAccounting, JHotDraw, Prevayler, and Tomcat systems.

Table 2

<table>
<thead>
<tr>
<th>Method extraction transformations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description</td>
</tr>
<tr>
<td>T18 Extract method with code that precedes a crosscutting concern</td>
</tr>
<tr>
<td>T19 Extract method with code that succeeds a crosscutting concern</td>
</tr>
<tr>
<td>T20 Extract method with code that precedes and succeeds a crosscutting concern</td>
</tr>
<tr>
<td>T21 Extract method including a try-catch-finally block</td>
</tr>
<tr>
<td>T22 Extract method including a synchronized statement</td>
</tr>
<tr>
<td>T23 Extract method when withincode cannot determine a join point</td>
</tr>
<tr>
<td>T24 Extract method containing code that sets the value of a local variable</td>
</tr>
</tbody>
</table>

```java
void processCookie(byte bytes[], int off, int len) {
    // ...
    if (bytes[startValue]=='1' & endValue=startValue+1) {
        version= 1;
        if(log.isDebugEnabled()) log("Found version=1"); // aspect
    }
    // ...
}

void processCookieHeader(byte bytes[], int off, int len) {
    // ...
    if (bytes[startValue]=='1' & endValue=startValue+1) {
        version= getCookieHeaderValue();
        if(log.isDebugEnabled()) log("Found version=1"); // aspect
    }
    // ...
    int getCookieHeaderValue() { // extracted method
        return 1;
    }
}
```

Fig. 4. Example of the application of Transformation 18 in the Tomcat system.
Table 3 summarizes the transformations applied in the JAccounting system to modularize the concerns related to starting, committing and rollbacking transactions. As can be observed, a total of 60 transformations were required to enable extraction to aspects, including 30 statement reorderings and 30 ad hoc transformations. After their application, these transformations were responsible to enable 45 join points in the base code, i.e., on average 1.33 transformations per join point advised in the base system. As a consequence, the refactored system – after the application of the object-oriented transformations and the aspect-oriented refactorings – shows a high degree of dynamic crosscutting. Basically, this metric is defined as the ratio between the number of join points by the number of pointcut descriptors declared in the aspects of a given system. The higher the ratio value, the greater the benefits generated by aspects in terms of eliminating duplicated and scattered code. In the refactored JAccounting, the degree of dynamic crosscutting is 11.25, i.e., the pointcuts of the aspect-oriented version of the system affect on average 11.25 join points of the base system.

Table 3
Transformations in the JAccounting system

<table>
<thead>
<tr>
<th>Transformation</th>
<th>Qty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transformation 1</td>
<td>1</td>
</tr>
<tr>
<td>Transformation 5</td>
<td>14</td>
</tr>
<tr>
<td>Transformation 4</td>
<td>15</td>
</tr>
<tr>
<td>Ad hoc</td>
<td>30</td>
</tr>
<tr>
<td>Total (T)</td>
<td>60</td>
</tr>
<tr>
<td>Join points (P)</td>
<td>45</td>
</tr>
<tr>
<td>Pointcuts (C)</td>
<td>4</td>
</tr>
<tr>
<td>T/P</td>
<td>1.33</td>
</tr>
<tr>
<td>P/C</td>
<td>11.25</td>
</tr>
</tbody>
</table>

Fig. 5. Example of the application of Transformation 21 in the Prevayler system.

Fig. 6. Example of the application of Transformation 23 in the Prevayler system.

void log(Transaction tx, Date execTime, Turn myTurn) {
    try {
        // aspect
        myTurn.start();
        log.add(new TransactionTimestamp(tx, execTime));
    } catch (Exception e) { ... } // aspect
    finally { ... } // aspect
}

void log(Transaction tx, Date execTime, Turn myTurn) {
    // logHelper(tx, executionTime, myTurn); ....
}
void logHelper(Transaction tx, Date execTime, Turn myTurn) {
    try {
        // aspect
        myTurn.start();
        log.add(new TransactionTimestamp(tx, execTime));
    } catch (Exception e) { ... } // aspect
    finally { ... } // aspect
}

were required per join point advised in the base system. As a consequence, the refactored system – after the application of the object-oriented transformations and the aspect-oriented refactorings – shows a high degree of dynamic crosscutting. Basically, this metric is defined as the radio between the number of join points by the number of pointcut descriptors declared in the aspects of a given system. The higher the ratio value, the greater the benefits generated by aspects in terms of eliminating duplicated and scattered code. In the refactored JAccounting, the degree of dynamic crosscutting is 11.25, i.e., the pointcuts of the aspect-oriented version of the system affect on average 11.25 join points of the base system.

Table 4 summarizes the transformations applied in the JHotDraw, Prevayler and Tomcat systems. In JHotDraw, 18 transformations were needed, including 15 transformations in charge of untangling crosscutting code from expressions (Transformation 17). The Prevayler refactoring has demanded 8 method extraction transformations. In the Tomcat, 96 transformations were needed, including 86 method extractions (Transformations 18, 19, 21, 23, and 24).
In the systems described in Table 4, the number of transformations per join point has ranged from 0.15 (in the Prevayler) to 0.37 (in the Tomcat). Such ratios are inferior to the ones found in the JAccounting refactorization. This observation is explained by the type of concern refactored. In the JAccounting, the target of the modularization was a homogenous concern, that is a concern that requires the application of the same advice in several parts of the system [9]. In this way, transformations were extensively employed to guarantee the levels of consistency expected by the pointcut descriptor language of AspectJ. As a result, it was possible to define pointcuts presenting high levels of dynamic crosscutting (superior to 11 join points per pointcut). On the other hand, in the JHotDraw, Prevayler, and Tomcat systems, the target of the aspectization were heterogeneous concerns, i.e., concerns that require the application of different code in different parts of the base application. For this reason, transformations were less demanded in such systems, since most of the aspects rely on intertype declarations (ITDs) to affect the base code. Consequently, such systems have presented low levels of dynamic crosscutting, ranging from around 1 (in the JHotDraw and Tomcat) to 1.37 (in the Prevayler).

3.1. Discussion

The following lessons were learned in the case studies described in this section:

- Object-oriented transformations are critical when aspectizing legacy systems. In our case study, the system that required the less amount of transformations was the Prevayler, where transformations were responsible to enable 15% of the join points advised by the aspects of the system. In the Prevayler and Tomcat systems, 21% and 37% of the join points were generated by transformations, respectively. In the JAccounting, due to ad hoc transformations, the number of transformations was 33% superior to the number of advised join points.

- Object-oriented transformations are required both in the modularization of homogeneous and heterogeneous concerns. However, they are more important when refactoring homogeneous concerns, since in this case it is fundamental that the concerns appear consistently in the base application. For example, in the modularization of transaction handling in the JAccounting system (a well-known homogeneous concern), a total of 60 transformations were required in order to capture 45 join points. It is also important to mention that homogenous concerns are the kind of concern that take more benefit from aspect-oriented implementations. The reason is that aspects are the right abstractions to modularize such concerns in a single module, eliminating the need of scattering and tangling implementations. Table 5 shows the number of lines of code for both the object-oriented (before applying any transformation) and aspect-oriented versions of the evaluated system. It can be observed that the aspectization of the JAccounting was the only one with a reduction in the number of lines of code. In the other systems, the number of lines has increased, due to the limited degree of dynamic crosscutting observed and to the extra syntax required to declare aspects and to apply transformations (particularly method extractions). The aspectization of the Prevayler has showed the greatest increase in lines of code (+44%), since it includes six concerns while in the other systems only one concern was modularized.

<table>
<thead>
<tr>
<th>Transformation 5</th>
<th>Qty</th>
<th>Transformation 19</th>
<th>Qty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transformation 16</td>
<td>Qty</td>
<td>Transformation 22</td>
<td>Qty</td>
</tr>
<tr>
<td>Transformation 17</td>
<td>Qty</td>
<td>Transformation 23</td>
<td>Qty</td>
</tr>
<tr>
<td>Transformation 18</td>
<td>Qty</td>
<td>Transformation 24</td>
<td>Qty</td>
</tr>
<tr>
<td>Ad hoc</td>
<td>Qty</td>
<td>Ad hoc</td>
<td>Qty</td>
</tr>
<tr>
<td>Total (T)</td>
<td>Qty</td>
<td>Total (T)</td>
<td>Qty</td>
</tr>
<tr>
<td>Join points (P)</td>
<td>Qty</td>
<td>Join points (P)</td>
<td>Qty</td>
</tr>
<tr>
<td>Pointcuts (C)</td>
<td>Qty</td>
<td>Pointcuts (C)</td>
<td>Qty</td>
</tr>
<tr>
<td>T/P</td>
<td>Qty</td>
<td>0.21</td>
<td>Qty</td>
</tr>
<tr>
<td>P/C</td>
<td>Qty</td>
<td>1</td>
<td>Qty</td>
</tr>
<tr>
<td>ITDs</td>
<td>Qty</td>
<td>65</td>
<td>Qty</td>
</tr>
<tr>
<td>T/P</td>
<td>Qty</td>
<td>0.15</td>
<td>Qty</td>
</tr>
<tr>
<td>P/C</td>
<td>Qty</td>
<td>1.37</td>
<td>Qty</td>
</tr>
<tr>
<td>ITDs</td>
<td>Qty</td>
<td>52</td>
<td>Qty</td>
</tr>
</tbody>
</table>

Table 4
Transformations in the JHotDraw, Prevayler, and Tomcat systems

<table>
<thead>
<tr>
<th>LOC</th>
<th>OO version</th>
<th>AO version</th>
</tr>
</thead>
<tbody>
<tr>
<td>JAccounting</td>
<td>11676</td>
<td>11477 (−1.7%)</td>
</tr>
<tr>
<td>JHotDraw</td>
<td>40022</td>
<td>40805 (44%)</td>
</tr>
<tr>
<td>Prevayler</td>
<td>2418</td>
<td>3488 (44%)</td>
</tr>
<tr>
<td>Tomcat</td>
<td>45107</td>
<td>45642 (1.2%)</td>
</tr>
</tbody>
</table>
• It is very challenging to automate object-oriented transformations, even supposing that crosscutting concerns have been previously identified by an aspect mining tool. The main complexity is related to statement reordering and ad hoc transformations. As described in Section 2.1 (and in Appendix A), to evaluate if statements A;B can be reordered to B;A requires determining system-wide data and control dependencies between A and B. Moreover, the position of a statement in the code can be related to the logic of the concern being refactored. This is the case for example of logging, where reordering the calls to the logging API usually makes the logged messages incorrect or less accurate. An example can be seen in Fig. 4, where despite having no dependencies to other statements the log call cannot be moved to the beginning of the method body. Similarly, ad hoc transformations as suggested by their name are very dependent from the data and control flow of a particular application. For this reason, it is even complex to provide a step-by-step description of how to carry out an ad hoc transformation.

4. Related work

Related work can be arranged in four groups: object-oriented refactoring tools, aspect-oriented refactoring tools, catalogs of aspect-oriented refactorings and experiences in refactoring legacy applications.

4.1. Object-oriented refactoring tools

Because most refactorings require non-trivial manipulation of the codebase, program transformation systems can be used to automate refactoring application [27,31]. Early work in this area was done by Darlington and Burstall, concerning transformations to improve the performance of functional programs [5]. More recent systems include Stratego [30], TXL [11], and JunGL [29]. Stratego is a transformation system based on the paradigm of rewriting rules and strategies to control the process of transforming the program code. TXL is another transformation language based on term rewriting and first order functional programming. JunGL is a domain-specific language that relies on predicates and path queries embedded within an ML-based language. As mentioned in Section 3, statement reordering transformations are usually more complex than common OO refactorings, since they depend on system-wide data and control flow information, which are not provided by the mentioned transformation systems.

4.2. Aspect-oriented refactoring tools

The study of the object-oriented transformations described in this paper has been motivated by an experience with the AOP-Migrator tool, an Eclipse plug-in that automates six refactorings commonly used to support migration from OOP to AOP [2,3]. The experience has showed that in most cases the supported refactorings cannot be directly applied, since they require preconditions that are usually not present in legacy code. This has motivated us to work on a catalog of enabling OO transformations and to investigate in details the use of such transformations in four Java applications, including two systems – JAccounting and JHotDraw – that have been aspectized with the support of AOP-Migrator. Liu, Batory, and Lengauer describe a refactoring methodology to decompose a monolithic program into a set of features. The methodology is supported by a tool that uses the AHEAD feature-oriented programming system to modularize features. Despite using another separation of concern technology, the authors also observed that transformations are needed when the code of two or more features is tangled in the same method. Anbalagan and Xie have proposed an automated approach for mining aspects and inferring pointcuts from legacy Java applications [1]. When the identified crosscutting concern is in the middle of a method, the tool that automates their approach relies on the statements before and after the concern to automatically infer a pointcut expression. However, as observed by the authors, it is possible that the statement before and after the concern may be repeated more than once in the method body or that such statements cannot be captured by the pointcut language of AspectJ. In such situations, the tool fails to infer the pointcuts since it does not include support to OO transformations. Concluding, the three mentioned tools reinforce the argument of Section 3 that although critical to the success of aspect extraction OO transformations cannot be fully automated.

4.3. Aspect-oriented refactoring catalogs

Monteiro and Fernandes have described a set of refactorings for extracting crosscutting concerns, restructuring the internals of aspects and dealing with inheritance hierarchies of aspects [23–25]. Another well-known catalog of aspect-oriented refactorings was proposed by Laddad [21]. Hannemann, Murphy, and Kiczales describe a role-based approach for aspect-oriented refactoring, where developers should map abstract roles to concrete program elements. Cole and Borba describe a set of aspect-oriented programming laws that are useful for deriving refactorings for AspectJ [8]. They recognize that the presented laws require subtle preconditions whose definition was the most challenging task of their research. As described in Section 1, neither of the previous catalogs are accompanied by an in-depth investigation about OO transformations.

4.4. Refactoring experiences

Colyer and Clement have described an experience on using AspectJ to refactor both homogeneous and heterogeneous concerns in a industrial middleware product-line platform [9]. Still in the middleware domain, Zhang and
Jacobsen have reported the use of AspectJ to modularize crosscutting concerns from a CORBA-based middleware [33]. Surprisingly, both works do not mention the need of OO transformations. More recently, Castor and colleagues have conducted a study about the aspectization of exception handling code [12]. Particularly, they report the difficulty in the modularization of try–catch blocks when they are tangled in the middle of methods (which demands the use of Transformation 21 described in this paper) and when the exception handler needs to access local variables from the base code (which demands the use of Transformation 24). Yuen and Robilliard suggest the existence of an important gap between aspect mining and aspect refactoring tools due to subtle variations in the implementation of crosscutting concerns in legacy systems [32]. For example, they observed that transaction management does not present a consistent behavior in the system used as case study in their research, which suggest the need of statement reorderings and possibly ad hoc transformations (as was the case of transaction handling in JAccounting described in Sections 2 and 3).

5. Conclusions

In this paper, we have documented 24 transformations that can be applied to object-oriented code in order to enable join points that can be captured by the pointcut language supported by AspectJ. Basically, such transformations include statement reorderings and method extractions. We have also quantified the use of these transformations in four legacy Java systems that have been the target of aspect-oriented refactorings. This experience allowed us to conclude that OO transformations are critical in aspect-oriented refactoring processes, particularly when they involve the modularization of homogeneous concerns. Despite their importance, OO transformations cannot be easily automated, since they require complex, system-wide data and control dependency analysis.

In the future, we intend to work in new case studies. We also intend to design and implement a tool that supports mapping crosscutting concerns to code, similar to systems such as ConcernMapper [28] and Concern Manipulation Environment (CME) [7]. This tool should also indicate if the mapped crosscutting concerns can be extracted to aspects (without any transformation) or not. The idea is to provide information about the amount of transformation that must be applied to a system before starting its aspectization.
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Appendix A. Formal definition

This appendix provides a formal definition for the 24 transformations proposed in the paper. Our notation resembles the “push rules” proposed by Harman et al. to construct amorphous slices [17]. Following their notation, an OO transformation is described by a rule of the form:

\[ A \Rightarrow B \]

where \( A \) denotes the precondition required by the transformation and \( B \) and \( C \) are fragments of code. This rule should be interpreted in the following way: if \( A \) holds, then any code fragment that conforms to \( B \) can be transformed to \( C \).

The provided definitions use the following helper functions (\( st \) denotes a block of statements):

- \( \mathrm{def}(st) \): returns the set of variables that may be defined by the execution of \( st \) (including local variables, heap variables, and static variables).
- \( \mathrm{ref}(st) \): returns the set of variables that may be referenced by the execution of \( st \).
- \( \mathrm{exit}(st) \): returns true if \( st \) includes a return or throw statement.
- \( \mathrm{ret}(st) \): returns true if \( st \) includes a return statement.
- \( \mathrm{call}(m, st) \): returns true if \( st \) includes a call to method (or constructor) \( m \).
- \( \mathrm{get}(f, st) \): returns true if \( st \) references the value of field \( f \) (\( st \) must be a single statement).
- \( \mathrm{set}(f, st) \): returns true if \( st \) sets the value of field \( f \) (\( st \) must be a single statement).

In our definition, concatenation of two blocks of statements is represented by the juxtaposition of their descriptions. For example, \( \mathrm{ref}(st_1 \; st_2) \) returns true if \( st_1 \) or \( st_2 \) includes a return statement. Moreover, \( st[\exp] \) exposes the expression \( \exp \) that is part of statement \( st \). Finally, the definition of statement reordering transformations relies on the following function:

\[
\mathrm{chg}(st_1, st_2) \equiv \mathrm{def}(st_1) \cap \mathrm{ref}(st_2)
\]

\[ = \emptyset \land \mathrm{ref}(st_1) \cap \mathrm{def}(st_2) = \emptyset \land \]

\[ \mathrm{def}(st_1) \cap \mathrm{def}(st_2) = \emptyset \land \mathrm{exit}(st_2) \]

This function defines whether the order of statements \( st_1 \) and \( st_2 \) can be changed. This is possible when: \( st_1 \) does not define any variable that is referenced by \( st_2 \); \( st_1 \) does not reference any variable defined by \( st_2 \); both \( st_1 \) and \( st_2 \) do not define any variable in common;

---

6 An amorphous slice is a variation of slicing with a more relaxed syntactic restriction. In the computation of traditional, syntax-preserving slices, only statement removals can be applied to the codebase; in amorphous slices, other transformations that reduce the size of the slice are allowed. In the work of Harman and colleagues, push rules are transformations designed to reduce inter-dependencies between statements by pushing assignments forward in the code.
and $st_2$ does not affect the execution of the program in a way that precludes the execution of $st_1$ (for example, throwing an exception or executing a return).

Figs. A.1 and A.2 present the definition of the statement reordering transformations (T1–T17).

Fig. A.3 presents the definition of the method extraction transformations (T18–T24). The rules rely on a brace to delimit the code that must be extracted to a method:

$$st \underbrace{st_1 \ldots st_n}_m st' \Rightarrow st \ m(p) \ st'$$

---

(T1) \[
\text{ch}(st, cc) \Rightarrow \text{mtd}(st, cc \ st') \]

(T2) \[
\text{ch}(cc, st) \Rightarrow \text{mtd}(st', cc \ st) \]

(T3) \[
\text{mtd}(st_1 \ cc \ st_2 \ return \ st_3) \Rightarrow \text{mtd}(st_1 \ st_2 \ cc \ return \ st_3) \]

(T4) \[
st_3 = m(p) \ st_1', \ \text{ch}(cc, st_2), \ \text{call}(m, st_1, st_2, st_1') \Rightarrow \text{mtd}(st_1 \ cc \ st_2 \ st_3) \]

(T5) \[
st_3 = m(p) \ st_1', \ \text{call}(m, st_1, st_2, st_1') \Rightarrow \text{mtd}(st_1 \ st_2 \ cc \ st_3) \]

(T6) \[
st_3 = newT(p) \ st_1', \ \text{ch}(cc, st_2), \ \text{call}(newT, st_1, st_2, st_1') \Rightarrow \text{mtd}(st_1 \ cc \ st_2 \ st_3) \]

(T7) \[
st_3 = newT(p) \ st_1', \ \text{ch}(cc, st_2), \ \text{call}(newT, st_1, st_2, st_1') \Rightarrow \text{mtd}(st_1 \ cc \ st_2 \ st_3) \]

(T8) \[
\text{ch}(st, cc) \Rightarrow \text{catch}(e)(st, cc \ st') \]

(T9) \[
\text{ch}(cc, st) \Rightarrow \text{catch}(e)(st, cc \ st) \]

where cc are crosscutting statements; mtd is a method declarator; m is a method name; p is a list of actual parameters; T is a class name.

---

(T10) \[
st_3 = st_1 st_1' st_2, \ \text{get}(f, st_1'), \ \text{get}(f, st_1, st_2, st_1'), \ \text{ch}(cc, st_2) \Rightarrow \text{mtd}(st_1 \ cc \ st_2 \ st_3) \]

(T11) \[
st_3 = st_1 st_1' st_2, \ \text{get}(f, st_1'), \ \text{get}(f, st_1, st_2, st_1'), \ \text{ch}(cc, st_2) \Rightarrow \text{mtd}(st_1 \ st_2 \ cc \ st_3) \]

(T12) \[
st_3 = st_1 st_1' st_2, \ \text{set}(f, st_1'), \ \text{set}(f, st_1, st_2, st_1'), \ \text{ch}(cc, st_2) \Rightarrow \text{mtd}(st_1 \ cc \ st_2 \ st_3) \]

(T13) \[
st_3 = st_1 st_1' st_2, \ \text{set}(f, st_1'), \ \text{set}(f, st_1, st_2, st_1'), \ \text{ch}(cc, st_2) \Rightarrow \text{mtd}(st_1 \ cc \ st_2 \ st_3) \]

(T14) \[
\text{static}(st, cc) \Rightarrow \text{static}(st, cc \ st') \]

(T15) \[
\text{static}(st \ cc) \Rightarrow \text{static}(st, cc \ st') \]

(T16) \[
\text{ch}(cc_1, st_2) \Rightarrow \text{mtd}(st_1 \ cc_1 \ c_2 \ st_3) \]

(T17) \[
\text{cc instanceof type}(exp) \Rightarrow t_1 = \text{exp}; \ t_2 = \text{cc}(t_1); \ st[t_2] \]

where cc are crosscutting statements; mtd is a method declarator; f is a field name; e is an expression; t_1 and t_2 are local variables.
This notation indicates that the transformation requires first the extraction of statements \( st_1 \ldots st_n \) to a method named \( m \). The extracted method can then be referenced in the right side of the rule. As usual in method extraction refactorings, the extracted code must be a single-entry, single-exit block of code.

Fig. A.3. Transformations T18–T24.
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