Abstract—Code review is a key development practice that contributes to improve software quality and to foster knowledge sharing among developers. However, code review usually takes time and demands detailed and time-consuming analysis of textual diffs. Particularly, detecting refactorings during code reviews is not a trivial task, since they are not explicitly represented in diffs. For example, a Move Function refactoring is represented by deleted (−) and added lines (+) of code which can be located in different and distant source code files. To tackle this problem, we introduce RAID, a refactoring-aware and intelligent diff tool. Besides proposing an architecture for RAID, we implemented a Chrome browser plug-in that supports our solution. Then, we conducted a field experiment with eight professional developers who used RAID for three months. We concluded that RAID can reduce the cognitive effort required for detecting and reviewing refactorings in textual diff. Besides documenting refactorings in diffs, RAID reduces the number of lines required for reviewing such operations. For example, the median number of lines to be reviewed decreases from 14.5 to 2 lines in the case of move refactorings and from 113 to 55 lines in the case of extractions.
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I. INTRODUCTION

Code review is a widely used software engineering practice [1], [2]. It has its origins in the 70s, when it was performed according to formal and strict guidelines, such as the ones proposed by Fagan et al. [3]. Over the years, lightweight code review practices have emerged and gained popularity, in order to make the process more agile. Nowadays, software companies of all sizes and impact require their developers to engage in code reviews. For example, “code review is one of the most important and critical processes at Google” [4]. Besides that, modern version control platforms—such as GitHub and GitLab—are contributing to popularize code reviews by means of pull/merge requests.

However, code review takes time and may introduce delays in the release of new versions. The reason is that it is a manual process that requires expertise in the codebase and careful inspection of textual diffs. In fact, diffs only provide a low level representation of code changes, which is based on added (+) and deleted lines of code (−). As a combined consequence of these two factors—manual inspections using line-based tools—software developers spend a considerable time performing code reviews. For example, Bosu and Carver [5] and Bacchelli et al. [2] report that, in specific contexts, the time spent in review tasks ranges from 3 to 6.4 hours per week, on average.

Particularly, current diff tools do not automatically detect refactorings in the inspected code change. For example, suppose a refactoring that moves a function $f()$ from file $A$ to file $B$. This move is represented in current state-of-the-practice diff tools as a set of lines deleted (−) from $A$ and by a set of lines added (+) to $B$. Therefore, reviewers need first infer that these added/deleted lines indeed represent a move function. This is a not trivial inference when the change is complex, distributed over multiple files and when the refactoring is combined with other changes, such as bug fixes and the implementation of new features, as usual in practice [6]. After inferring the refactoring, reviewers should also compare the code after and before the change, to review possible changes performed in the moved function. The reason is that refactorings are usually followed by minor edits in the code, particularly when we compare the changes at the level of commits.

In this paper, we describe the key features and architecture of a tool for supporting refactoring-aware code reviews. Our goal is to alleviate the cognitive effort associated with code reviews, by automatically detecting refactoring operations included in pull requests. Besides supporting refactoring detection, the proposed tool—called RAID (or Refactoring-Aware and Intelligent Diffs)—seamlessly instruments current diff tools with information about refactorings. As a result, reviewers can easily inspect the changes performed in the refactoring code after the operation. Regarding its architecture, RAID is built on the top of recent and automatic refactoring tools. Particularly, RAID relies on RefDiff [7], [8], which is the first tool that detects refactorings in other programming languages, besides Java. Finally, RAID operates with a low runtime overhead and it is fully integrated with state-of-the-practice continuous integration pipelines (GitHub Actions) and browsers (Google Chrome).

This paper is divided into three main sections:
1) In Section II, we present RAID main features and Web-based interface.
2) In Section III, we describe RAID internal architecture, including its integration with third-party tools, such
as GitHub (Actions and pull requests) and browsers (Chrome).

3) In Section IV, we document the results and lessons learned in a field experiment with eight professional developers who used RAID during three months. We concluded that RAID can indeed reduce the cognitive effort required for detecting and reviewing refactorings. For example, the number of lines that need to be reviewed decreases from 14.5 to 2 lines (median values) in the case of move refactorings and from 113 to 55 lines (median values) in the case of extractions. We also collected the perceptions of the study participants about our tool, using to this purpose a post-experiment survey.

RAID—our key contribution in this paper—is publicly available in this URL: https://github.com/rodrigo-brito/refactoring-aware-diff.

II. RAID IN A NUTSHELL

RAID is a tool for instrumenting textual diffs—particularly, the ones provided by GitHub—with information about refactorings. Typically, refactorings are represented in textual diffs as a sequence of removed lines in the left (-) and a sequence of added lines in the right. Therefore, code reviewers must infer by themselves whether this “difference” represents a refactoring operation, which requires an amount of cognitive effort. Figure 1 shows an example with a Move Function refactoring. In this case, method m1 is moved from A.java (removed lines, in the left) to B.java (added lines, in the right).

Essentially, RAID preprocesses the default diff—provided by GitHub—in a seamless way and generates an enhanced diff visualization with explicit refactoring information. Figure 2 presents an example of refactoring annotation, in which RAID included an “R” button at the end of line four. This button is included in the refactoring source and destination, allowing for two-way navigation.

When the developer clicks in this button, a float window provided by RAID is displayed, as shown in Figure 3. As we can see, this window includes detailed information about the detected refactoring. First, on the top, we have the following information about the operation: name (Move Function), short description (method m1() moved), source (A.java, line 4) and target file (B.java, line 4). Next, we can see a side by side view of the code before and after the move operation. Finally, in this internal diff, the lines changed in the moved code are highlighted, i.e., reviewers can easily review them. For the aforementioned reasons, we claim RAID reduces the cognitive effort required to review refactorings.

Extract Function is another refactoring that benefits from RAID features. As illustrated in Figure 4, suppose a method isEven is extracted from a method m1. In this case, reviewers need to compare the code of the source method (m1) before and after the extraction. They also need to locate and review the code of the extracted method (isEven). As the reader can...
Fig. 3. Example of diff including a Move Function, as presented by RAID (this window is opened after clicking in the “R” button shown in Figure 2).

Fig. 4. Example of window documenting an Extract Function, as presented by RAID. We can see the lines changes in the original method (top) and also the code of the extracted method (bottom).

check in Figure 4, RAID helps in both tasks. Particularly, the floating window provided by RAID includes, in the bottom, the code of the extracted method (isEven). Therefore, reviewers do not need to search for this method in the textual diff.

Besides move and extract refactorings, RAID provides information about other refactorings (when they are detected in a pull request). For example, in the case of pull up/push down refactorings, the information is similar to the one we described for move operations. In the case of Rename and Change Signature refactorings, RAID highlights the changes in the component’s name and signatures. Table I lists the refactorings detected by RefDiff/RAID.

<table>
<thead>
<tr>
<th>Language</th>
<th>Refactorings detected by RefDiff/RAID</th>
</tr>
</thead>
<tbody>
<tr>
<td>Java</td>
<td>Move, Extract Function, Inline Function, Rename, Change Signature, Pull Up, Push Down</td>
</tr>
<tr>
<td>JavaScript</td>
<td>Move, Extract Function, Inline Function, Rename, Change Signature, Pull Up, Push Down</td>
</tr>
<tr>
<td>C</td>
<td>Move, Extract Function, Inline Function, Rename, Change Signature</td>
</tr>
<tr>
<td>Go</td>
<td>Move, Extract Function, Inline Function, Rename, Change Signature</td>
</tr>
</tbody>
</table>

Finally, RAID instruments the default diff’s toolbar with a button that provides a list with all refactorings detected in the pull request. Figure 5 shows an example of a pull request including 11 refactorings.

III. RAID ARCHITECTURE

RAID architecture is composed by three components: (1) RAID GitHub Action (RGA), which is responsible for detec-
Fig. 5. RAID adds a button in the toolbar providing easy access to the list of refactorings in a pull request.

Fig. 6. RAID main components and execution flow.

In the following subsections, we describe each of these architectural components in details.

A. RAID GitHub Action (RGA)

RAID GitHub Action component is responsible for analyzing the source code submitted by developers as part of a pull request. RGA is implemented in Java and it is executed in a Docker container. The main function of RGA is to detect the refactorings performed in a pull request. To this purpose, RGA fully relies on a third-party tool: RefDiff [7], [8], which is a multi-programming language refactoring detection tool. Specifically, RefDiff detects 13 types of refactorings in four programming languages: Java, JavaScript, C and Go. Consequently, RAID can be seamlessly used with any of such languages. Figure 7 shows RGA internal modules. As we mentioned, RGA is called after a pull request event is sent by GitHub Actions. In Step 1, RGA receives information about the pull request, such as branches, revisions, and commits. After that, the Git module loads the project and stores the commit history in a temporary directory.

Next, the Git module loads the project and stores the commit history in a temporary directory. For each refactoring, RCE transparently modifies the DOM (Document Object Model) of the default visualization provided by GitHub and inserts a button, identified by the letter "R", at the end of the line where the refactoring was identified, as we already illustrated in Figure 2. The RCE module is also responsible for displaying the information of refactoring activities, as presented in Figure 3. Finally, RCE assists the reviewer to navigate between the refactored code elements.
C. RAID Server

The RAID Server acts as a bridge between the RCA and RCE components, i.e., it receives the refactoring information after each RGA execution and sends the refactorings to RCE when requested. To this purpose, the server provides a REST API implemented in the Go language. Internally, the server stores the refactoring data in a non-relational database at Google Firebase. For open-source projects, RAID provides a public API. For private repositories, the server supports a custom credentials configuration to control user access.

IV. FIELD EXPERIMENT

A. Methodology

To evaluate RAID, we relied on a field experiment. More specifically, we obtained permission to include the tool in the development workflow of a medium-sized technology company that develops software for musical products. In this way, two development teams (with 5 and 3 developers) used the tool during three months, from June to September 2020. Table II describes basic information about the software projects and the pull requests performed during the experiment. All four projects are implemented in the Go programming language.

<table>
<thead>
<tr>
<th>Name</th>
<th>Pull Requests</th>
<th>Commits</th>
<th>LOC</th>
<th>Team</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project A</td>
<td>94</td>
<td>102</td>
<td>370K</td>
<td>1</td>
</tr>
<tr>
<td>Project B</td>
<td>86</td>
<td>89</td>
<td>196K</td>
<td>1</td>
</tr>
<tr>
<td>Project C</td>
<td>54</td>
<td>65</td>
<td>34K</td>
<td>1</td>
</tr>
<tr>
<td>Project D</td>
<td>91</td>
<td>118</td>
<td>154K</td>
<td>2</td>
</tr>
<tr>
<td>All</td>
<td>325</td>
<td>374</td>
<td>754K</td>
<td></td>
</tr>
</tbody>
</table>

In this company, all development teams use GitHub for version control. Developers also use pull requests followed by code reviews to integrate new code in the projects’ repository. First, developers perform modifications in private forks and submit pull requests to the main repository. Then, a CI server is used to run linters and a suite of unit tests. Finally, code review is carried out before integrating the change in the mainline. The code needs to be approved by two team members who did not work in the change.

Before starting the experiment, the participants received instructions and training on our tool (~30 minutes), followed by one week of warm-up and to get used with RAID. In addition, the first author of this paper provided support during the study period to clarify questions.

For the experiment, we instrumented RAID to collect all refactorings performed during the study period and also the user events. These events include the clicks in the “R” and “Go to source” buttons, and the time interval between opening and closing the floating windows with refactoring descriptions.

During the experiment, 325 pull requests were created. Out of them, 84 pull requests (26%) included refactoring activities. Figure 8 presents the distribution of refactorings for these 84 pull requests. The project with the highest number of refactorings per pull request is project B (median of 4 refactorings per PR), followed by project D (median of 2).

![Fig. 8. Number of refactorings per pull request](image)

In total, we collected data about 685 refactorings. As we can see in Figure 9, the top-3 refactorings are Change Signature (498 occurrences, 73%), Rename Function (123 occurrences, 18%), and Extract Function (44 occurrences, 6%).

![Fig. 9. Most frequent refactorings](image)

After the experiment, we sent a short survey to the participants asking their perceptions about RAID. In this survey, we asked three questions:

- What are the key benefits of RAID?
- What are the difficulties you experienced using RAID?
- Any additional comments or suggestions?

We received responses from all 8 participants.

B. Research Questions

We used the data collected in the field experiment to answer four research questions:
**RQ1: What is the runtime overhead introduced by RAID?**

We started with this question since it is important to check whether RAID introduces (or not) a delay in the code review process. In other words, after submitting a pull request, it is important that the information provided by RAID becomes available to code reviewers as soon as possible.

**RQ2: How did developers use RAID during code review?**

With this second RQ, we characterize the usage of RAID during the three months of our experiment. For example, we report and analyze the collected usage data, including most frequent refactorings with user events, reviewing time, and UI events performed by users on RAID’s web-based interface.

**RQ3: How much cognitive effort is reduced with RAID?**

Although this is the key goal of RAID, it is not trivial to estimate the amount of cognitive effort that is saved when RAID is used to support code review tasks, particularly in the case of an experiment performed in the context of a real software company. For this reason, we estimate this effort using two proxies: Diff Code Churn (DCC), which is the number of lines needed to represent a code change in a textual diff and the distance of the code moved by a refactoring (if any).

**RQ4: How did developers perceive RAID?**

In this last research question, we report the perceptions of the participants about our tool, as commented by them in the post-experiment survey.

### C. Experiment Results

**RQ1: What is the runtime overhead introduced by RAID?**

Regarding the execution time required by RAID to identify the refactorings, Projects A, C, and D have a median time lower than 40 seconds, while Project B has a median of 95.7 seconds. However, as previously presented in Figure 8, project B has the highest median number of refactorings per pull request. Moreover, most high runtime results observed in Project B refer to atypical changes performed in the code base, such as updating third party code. However, since the CI server runs RAID in parallel with other time-consuming activities such as unit tests, even a median time of 95 seconds is acceptable in practical code review scenarios.

**Summary:** Typically, the information provided by RAID is available to code reviewers in less than 2 minutes after submitting the pull request. Therefore, in practical terms, RAID does not delay the start of code reviews.

**RQ2: How did developers use RAID during code review?**

Figure 11 presents the most common refactorings with user events, i.e., refactoring operations performed in pull requests that were inspected by code reviewers through RAID, by clicking in the “R” buttons. As we can notice, most cases refer to refactorings performed over functions. Specifically, the top-3 operations comprise Change Signature Function (78 occurrences, 43.6%), Extract Function (35 occurrences, 19.6%), and Move Function (28 occurrences, 15.7%).

**Fig. 10. Execution time per project**

![Execution time per project](image)

We also analyzed the percentage of clicks in the “R” buttons. Assume a button is presented \( x \) times. As a result, it received \( y \) clicks by code reviewers. The percentage represented in Figure 12 is the ration \( y/x \). However, in this figure we only considered refactorings that appeared at least 10 times, i.e., \( x \geq 10 \). The reason is that the described ratio is not representative in the case of rare refactoring operations (e.g., 100% is a very different result depending on whether the button appeared 1 or 100 times).

As we can see in Figure 12, the top-3 most clicked refactorings (in percentage values) represent move operations, i.e., Move Struct (60%), Move and Rename Function (58%), and Move Function (29%). Interestingly, Change Signature is the most common refactoring (in absolute terms, Figure 11). However, only 13% of the “R” buttons associated to particular instances of this refactoring received clicks. A probable reason is that Change Signature is a relatively simple refactoring, when compared with move ones.

GitHub also allows users to split the screen for a side-by-side comparison of the changes in a textual diff, i.e.,
the original version is presented on the left side and the modifications are presented on the right side (see an example in Figure 1). In this case, when a refactoring is detected, RAID adds an “R” button on both sides of the diff. For example, when a method is moved, on the left side a “R” appears on top of the deleted lines; and an identical button is added on the right side, on top of the new position of the method. Therefore, when reviewing refactorings, developers can click on both buttons. We instrumented RAID to collect the number of such clicks and the results are presented in Figure 13. As we can see, the click events are almost equally distributed between the two sides of a diff, with a minor preference for clicks on the left side (53.9%).

Finally, we computed the time spent by code reviewers when inspecting the information provided by RAID in the floating windows. The results are presented in Figure 14. Each distribution refers to the amount of time the reviewer kept the window opened. Considering the median of the distributions, the top-5 refactorings that required more reviewing time are Inline Function (12.4 sec), Move Struct (9.4 sec), Move and Rename Function (8.7 sec), Extract Function (8.7 sec), and Move Function (3.55 sec). Therefore, we can see that refactorings that involve moving code demand more time to consume the information provided by RAID.

By contrast, refactorings such as Change Signature Function, Move File, and Rename Function have low inspection time, with a median of less than 3 seconds. Indeed, both Change Signature and Rename Function are simple operations, where RAID does not provide improvements to the traditional diff, which probably explains their lower time.

**Summary:** (1) in relative terms, reviewers relied on RAID to obtain information mostly for Move Struct, Move and Rename Function, and Move Function; (2) reviewers used both “R” buttons—available on the left and right side of the original diff—to request refactoring information provided by RAID; (3) on the median, reviewers spent from 2.5 seconds (Rename Function) to 12.4 seconds (Inline Function) to interpret the refactoring information provided by RAID.

**RQ3: How much cognitive effort is reduced with RAID?**
In this RQ, we provide indicators of the impact on cognitive effort achieved with RAID. For this purpose, we concentrate on two refactorings: Move and Extract Function, since they are more complex than simple refactorings, such as a rename.

**Move Refactorings.** Out of 32 move refactorings performed during the experiment, 11 operations move code between files located in different packages and 21 operations are performed in files from the same package. Among these, 9 operations are performed within the same file but between internal structs. Therefore, most of the move refactorings impact distinct files (71.8%). We claim it is more difficult to detect and review such moves when using traditional diffs. The reason is that the default visualization lacks information about the refactored files. On the other hand, with RAID developers can easily access this information, as illustrated in Figure 3.

We also found nine move refactorings that were performed in the same file. In Go, an internal move occurs when a function is moved to a new struct or moved between existing structs located in the same file. In this case, we computed the distance of the moved code, i.e., suppose a move from line \(x\) to line \(y\), the distance in this case is \(|y - x|\). The rationale is that the higher this distance, the higher the effort for a reviewer to detect and inspect the move, assuming she is using a non-refactoring aware diff tool. By contrast, with RAID, this effort does not exist since the tool automatically detects the refactoring and provides buttons to navigate from its source to target lines (and back).
Table III shows the values of the distance metric for the nine move refactorings restricted to the same file. As we can see, eight refactorings moved the code at least 40 lines above or below the original position. In one case, this distance is zero due to a coincidence, when multiple refactoring operations ended up aligning the diffs after the move. Therefore, the effort to locate the moved code—even when it is located in the same file—is not trivial, assuming code reviewers rely on traditional diffs. For example, a distance of 41 lines means the function is one page above or below the code under the reviewer focus in the browser.

Table III shows the values of the distance metric for the nine move refactorings restricted to the same file. As we can see, eight refactorings moved the code at least 40 lines above or below the original position. In one case, this distance is zero due to a coincidence, when multiple refactoring operations ended up aligning the diffs after the move. Therefore, the effort to locate the moved code—even when it is located in the same file—is not trivial, assuming code reviewers rely on traditional diffs. For example, a distance of 41 lines means the function is one page above or below the code under the reviewer focus in the browser.

### TABLE III

**DISTANCE OF MOVE FUNCTION refactorings, i.e., LINE OF THE MOVED CODE AFTER THE OPERATION MINUS LINE OF THE CODE BEFORE THE OPERATION**

<table>
<thead>
<tr>
<th>Refactoring</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance</td>
<td>0</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>41</td>
<td>466</td>
<td>466</td>
<td>474</td>
<td>4,870</td>
</tr>
</tbody>
</table>

We also computed the Diff Code Churn (DCC) of the move refactorings. Considering the 32 move refactoring performed in the experiment, DCC is 14.5 lines of code (median values), as presented in Figure 15. On the other hand, when using RAID to review these moves, DCC is reduced to just 2 lines of code (median values). The reason is clear: RAID aligns the moved lines of code and only shows the minor changes performed in the code after the move (using + and - lines). Examples are presented in Figures 1 and 3. In Figure 1, we have a move represented in a traditional diff, where DCC is 10 lines (5 added plus 5 deleted lines). In Figure 3, we have the same move, as detected and presented by RAID. As we can see, DCC is just 2 lines.

![Fig. 15. Diff Code Churn (DCC) when reviewing Move Function refactorings, when using RAID and GitHub diff](image)

*Summary:* (1) 71.8% of the Move Function refactorings are inter-files, when RAID clearly outperforms non-refactoring aware diffs; (2) In the case of intra-file moves, the code is moved 41 lines after or below its original position (median results); (3) Diff Code Churn reduces from 14.5 lines to only 2 lines (median results), when moves are reviewed using RAID.

We also computed the Diff Code Churn for extract refactorings. Figure 17 shows the distribution of DCC values, when using non-refactoring aware diffs and RAID. The median values decrease from 113 lines (when using GitHub’s diff) to 55 lines when using RAID. The reason is that RAID reduces the number of lines to be analyzed, due to the precise identification of the extracted code. Figure 3 shows an example, when RAID highlighted the single line of code changed in the extracted method (in this case, just the variable type changed from `int` to `float`).

![Fig. 17. Diff Code Churn when reviewing Extract Function refactorings, when using GitHub Diff and RAID](image)

*Summary:* (1) Methods are extracted 25 lines before or after the source method; (2) Diff Code Churn decreases from 113 lines to 55 lines when using RAID to review Extract Function refactorings.

**RQ4: How did developers perceive RAID?**

In this section, we report the results of the post-experiment survey.

**RAID Benefits.** All participants mentioned that RAID represents an improvement regarding GitHub’s traditional diff. As examples, we received the following answers.

**RAID highlights large migrations of code, easing code review when the snippet was just moved without major changes. (S1)**

**RAID allows a more efficient code review with a realistic diff, which shows the real changes that occurred in the code. (S2)**
The tool makes the refactor recognition process instantaneous, and shows a more targeted and clean diff, facilitating and accelerating the understanding of the code. (S8)

Limitations. We received five responses pointing out limitations in RAID. For example, one reviewer reported that RAID did not identify refactorings in specific cases.

I particularly experienced some bugs where RAID did not detect possible refactorions. (S7)

Indeed, RAID is based on RefDiff, which has 92% of precision and 80% of recall for Go [10]. Particularly, the tool might miss refactorings when developers, for example, make considerable changes in the code after the operation. In these cases, the tool might not detect a refactoring although a reviewer might still consider it as such.

Finally, two reviewers reported the limitation of browser support. Currently, RAID supports only Google Chrome. As future work, we intend to extend the tool to other browsers, such as Safari and Mozilla Firefox.

V. Threats to Validity

External Validity. In our field experiment, we evaluated four Go language projects from a medium-sized company. The participants used RAID during three months. Therefore, on the one hand, we strived to conduct a real experiment, with real-world systems and professional developers. On the other hand, we acknowledge that our results may change if we consider more projects, more developers, a longer time box, and other programming languages.

Construct Validity. First, the refactoring detection module relies on RefDiff [7], which has a precision of 92% and recall of 80%, in the case of Go projects [10]. In this way, RAID visualizations might miss refactorings (false negatives) or may incorrectly detect refactorings (false positives). Indeed, the presence of false negatives was mentioned by one of the experiment participants. However, we highlight that RefDiff accuracy is compatible with the state-of-the art in refactoring detection tools [9], [11]. Furthermore, to mitigate the impact of this threat on the field experiments results, the first author of this paper manually evaluated each of the refactorings used to compute the proxy metrics presented and discussed when answering RQ3. In total, we found 10 false positives (13.2%) among moves and extracts.

Internal Validity. A first possible internal threat to validity can be found in RQ1, where the size of pull requests (i.e., the number of modified lines) might have an influence on the execution time. In our third research question, we proposed two proxies to estimate the amount of cognitive effort reduced by RAID: Diff Code Churn (DCC) and distance of move refactorings. On the one hand, claim that such proxies have a positive correlation with the cognitive effort required in code reviews. On the other hand, they did not allow us to provide a clear measure of the effort reduction. Therefore, further studies—such as controlled ones—might contribute to clarify the effort saved with RAID. The inspection time of the float window is also a threat to validity, since a developer can have left the window opened beyond the time used in the review.

VI. Related Work

Due to its importance, the literature presents several studies exploring refactoring-related problems. For instance, there are studies on motivations to perform refactoring operations [6], [12]–[14], challenges and benefits [15], [16], the impact on software quality [17]–[20], security [21]–[23], and also on tools to assist developers during refactoring tasks [24]–[30]. Besides, various studies focused on the identification of refactoring operations through analysis of version control systems [7]–[11], [25].

Recently, Tsantalis et al. [9], [11] presented Refactoring-Miner that identifies 40 distinct refactoring types in Java. The authors evaluate the last tool version with 7,226 refactoring instances, reporting a high precision (99.6%) and recall (94%) [9]. Currently, RAID does not use this tool. However, in the future we plan to extend RAID to also work with RefactoringMiner.

Silva et al. [7], [8] proposed RefDiff, a multi-language tool to detect refactoring activities. The last version identifies 13 distinct refactoring types, and it supports three programming languages (i.e., Java, JavaScript, and C). The authors also evaluated the tool, reporting a right accuracy for these three languages. Specifically, the authors reported 96% of precision and 80% of recall for Java; 91% of precision and 88% of recall for JavaScript; and 88% of precision and 91% of recall for C. RefDiff also supports other programming languages via a plugin system. Recently, we proposed the RefDiff for Go plugin. We evaluated our plugin with six well-known open-source projects, reporting a precision of 92% and 80% of recall [10]. RAID—as proposed and evaluated in this paper—relies on this plugin extension for Go.

Textual diffs also present issues when merging changes in version control systems. Bo et al. [25] proposed a graph-based refactoring-aware algorithm to detect and resolve refactoring-related conflicts. The algorithm was evaluated with 1,070 merge scenarios from popular open source Java projects and archived a 58.90% reduction of merge conflicts comparing with GitMerge and 11.84% over jFSTMerge.

The benefits of refactoring-aware code reviews have also been explored in the literature. For example, Ge et al. [31] presented a formative study with 35 developers to investigate the motivation and challenges of reviewing refactorings during code review. They report that 94% (33) of the study participants consider that refactorings can slow down the review of non-refactoring changes. Furthermore, the automatic identification of refactorings may assist code reviewers in understanding the code. The authors also presented a refactoring-aware tool called ReviewFactor, which provides a separation of refactorings and non-refactorings when reviewing code changes for the purpose of code review. This tool separates code reviews in two steps: first, non-refactored code should be reviewed using a specific interface that is part of an IDE; after that, reviewers should focus on the refactored code. With RAID we decided...
to follow a different approach by seamlessly integrating our tool to a state-of-the-practice code review workflow. For this purpose, RAID provides the “R” buttons and also the floating windows with detailed data about refactorings. It is also relevant to mention that refactorings are usually followed by minor edits in the changed code [6], [7], [9], as illustrated in Figures 3 and 4. However, it is not clear how ReviewFactor handles such interleaved operations, which might for example require a duplicated effort by code reviewers.

There are also open source projects proposing refactoring-aware tools. The tool proposed by Tsantalis et al. [9], called Refactoring Aware Commit Review, identifies refactorings in open source Java projects and lists the refactorings activities on GitHub diffs. RefactororInsight is another tool for visualizing refactorings through the history of commits, but within a IDE for Java and Kotlin. Both tools instrument textual diff results with a list of refactoring operations, which are detected by RefactoringMiner [9]. In Refactoring Aware Commit Review, after reviewers click on a given list element that describes a refactoring, they are directed to its specific line in the right side of GitHub’s diff. Therefore, both tools do not instrument diff lines with refactoring data, unlike RAID that seamlessly provides the “R” buttons, which are added to both sides of a diff (see Figure 2). Also, these tools do not provide detailed information about Move Function refactorings—with the moved code appearing side by side, as in Figure 3—or detailed information about Extract Function refactorings—by highlighting the extracted code and the textual differences in the source method, as illustrated in Figure 4. Finally, unlike RAID, both tools are not integrated with a CI server, which is critical to provide refactoring data right after pull requests are submitted.

Other studies on refactoring-aware code reviews are summarized in a survey by Coelho et al. [32].

VII. CONCLUSION

In this paper, we presented RAID, a refactoring-aware tool that instruments GitHub diff with refactoring information. We also conducted a field experiment with eight professional developers during three months and we concluded that RAID can reduce the cognitive effort required for reviewing refactorings when using textual diffs. In addition, our study reports a reduction in the number of lines required for reviewing such operations. In the case of move refactorings, the number of lines decrease form 14.5 to 2 lines (median values); and from 113 to 55 lines in the case of extractions.

As future work, we plan to configure and evaluate RAID with other refactoring detection tools, such as Refactoring-Miner [9]. We also plan to provide plugin support for other browsers, such as Mozilla Firefox and Safari. Finally, we intend to evaluate our approach using a controlled experiment to better understand the benefits and impacts of the tool.

The tool is public available at GitHub.3
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