Evaluating the Evaluation Metrics for Spatial Disease Cluster Detection Algorithms
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ABSTRACT

We show that the usual evaluation metrics used in machine learning are not appropriate to measure the performance of spatial disease cluster detection algorithms. We demonstrate that the usual recall and precision metrics give a distorted evaluation of the algorithms. To solve this problem, we propose new metrics based on probability predictive rules. We evaluate the performance of the main spatial disease cluster algorithms with these new metrics. Our analysis and experiments offer insights into when the usual metrics are not appropriate and also show that our proposal is very effective at eliminating the bias from the usual metrics.
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• Information systems → Clustering; • Mathematics of computing → Cluster analysis.
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1 INTRODUCTION

A major problem for public health authorities is the need for investigating suspected cancer clusters and responding to community concerns. According to Thun and Sinks [22], annually, more than 1,000 inquiries about suspected cancer clusters must be responded by state and local health departments. A cancer cluster is defined as a greater than expected number of cancer cases that occurs within a group of people in a geographic area over a defined period of time. The first step to evaluate a suspected cluster is the comparison between the observed number of cancer cases in the community with the expected number, taking into account the population size and its age-sex distribution. This comparison is made by means of a statistical hypothesis test to verify if the difference between the observed and expected numbers could happen by mere chance when there is no increased risk in the region. Classical solutions for these comparisons were plagued by the multiple testing problem, where a very large number of comparisons leads to a substantial number of false-positive zones. Kulldorff spatial scan statistic [9, 11] solved this problem in an elegant and simple way. First, the comparison should consider initially the zone leading to the worst-case over all these candidate cluster zones. Second, the adoption of a Monte Carlo method to carry out a principled statistical test for the significance of this worst-case zone. This test delivers a valid p-value for the null hypothesis of no cluster in the map taking into account the multiple testing and the overlapping potential candidate clusters. This idea has been widely adopted and extended in many ways [3, 8, 15, 19]. For the spatial cluster detection, the classical scan statistics algorithm had a spatial restriction: it scans only circular shaped potential clusters. Several papers tried to overcome this shape restriction by searching over a larger set of potential clusters [2, 4, 10, 21].

The many alternative algorithms for the spatial disease detection cluster problem have been evaluated using the common metrics from machine learning, such as recall, precision, and F1-score. However, the usual evaluation metrics used in machine learning are not appropriate to measure the performance of spatial disease cluster detection algorithms. In short, regions with a small population are easily prone to have very high or very low incidence rates with only a few cases more or less and, because of that, should receive less weight in the evaluation metric. The usual recall and precision metrics give a distorted evaluation of the algorithms.

2 RELATED WORK

A recent trend in Machine Learning is asking researchers to increase their standards for empirical analysis and empirical rigor across the field [5, 14, 17], Gunawardana and Shani [6] demonstrated how using an improper evaluation metric can lead to the selection of an improper algorithm for three tasks associated with recommender systems. To the best of our knowledge, we are the first to revisit the evaluation metrics traditionally used in the task of spatial disease cluster detection. However, we acknowledge that Han et al. [7] discussed an associated task in their paper. These authors pointed out that the spatial information a single point event contributes is limited to a binary 0 or 1 depending on either being inside or outside a region. To overcome this problem, they proposed a method that makes using a continuous scan statistic that generalizes the spatial scan statistics by allowing the point contribution to be determined by a Gaussian kernel. In our case, we handle a similar limitation by proposing evaluation metrics that reduce the importance of regions sensitive to small random fluctuations in the observed data.
3 DEFINITIONS AND PROBLEM STATEMENT

The input data is a region partitioned into N small areas indexed by \( i = 1, \ldots, N \). Each area counts a certain number \( y_i \) of cases or events in a given period of time among a risk population \( n_i \). We assume that \( y_i \sim \text{Poisson}(\theta_i n_i) \). The parameter \( \theta_i \) is the per capita risk. The cluster \( C \) is a relatively small subset of adjacent areas that has a higher risk than \( \theta \). If \( i \in C \), we have \( y_i \sim \text{Poisson}(\theta_i n_i) \) with \( \theta_i > \theta \). The objective is to detect the presence of a zone with high risk given only (i) the cases \( y_i \) and (ii) the risk population \( n_i \).

3.1 Evaluation Using Synthetic Data

The standard way is to compare what the algorithm retrieves to a true and known high-risk cluster synthetically imposed on a map [12, 13, 16, 18, 20]. A benchmark dataset created by [12, 13] is used by virtually all the algorithms being proposed for the spatial disease cluster detection problem, which is known as Northeastern USA Benchmark Data, Purely Spatial. This database consists of 245 counties in the Northeastern United States. The population of the study region represents the female population registered by the 1990 demographic census, totaling around 29 million individuals. It has a large variety of patterns and regions with small populations and others with very large populations.

A large number of synthetic datasets are generated by simulating disease cases and spreading them among the areas. The first set of 100 thousand random maps are generated with no cluster present. The risk is constant and equal to \( \theta \) for all areas on the map and cases are randomly assigned to the areas with probabilities proportional to the population sizes \( n_i \). For the scenarios where clusters are present, one set \( C \) of adjacent areas has a risk \( \theta_i \) larger than \( \theta \). Disease cases are again distributed, but now the spatial clusters have a larger probability of receiving cases than simply determined by their population size.

3.2 Spatial Detection Algorithms

The algorithms proposed to detect spatial disease clusters establish a large collection \( Z \) of candidate clusters \( z \in Z \). Each potential cluster \( z \) is a connected region composed of a subset of areas. The classical spatial scan statistic [9] builds \( Z \) by reducing the potential clusters to a circular shape. It is based on the maximum likelihood procedure indexed by the parameter triplet \((z, \theta_c(z), \theta_0(z))\), where \( z \in Z \), the parameter \( \theta_c(z) \) is the risk inside the zone \( z \), and \( \theta_0(z) \) represents the risk outside \( z \). The null hypothesis is that \( H_0 : \theta_c(z) = \theta_0(z) \) for all \( z \in Z \) and the alternative hypothesis is that there is one \( z \in Z \) such that \( \theta_c(z) > \theta_0(z) \). The spatial scan statistic finds the zone \( z \) that maximizes the likelihood function \( L(z, \theta_c, \theta_0) \) under the restriction that \( \theta_c > \theta_0 \):

\[
\hat{L} = L(\hat{z}, \hat{\theta}_c(\hat{z}), \hat{\theta}_0(\hat{z})) = \sup_{z \in Z, \theta_c > \theta_0} L(z, \theta_c(z), \theta_0(z)) \quad (1)
\]

The null hypothesis distribution of \( \hat{L} \) is obtained through a Monte Carlo method with a corresponding single valid \( p \)-value for the most likely cluster.

There have been many extensions and improvements of the classical scan statistics. One direction is the use of a more flexible set \( Z \) of cluster candidates. Duczmal and Assunção [4] were the first to propose a flexible scan statistics allowing any connected subgraph based on the adjacency graph in the collection \( Z \). They used a simulated annealing algorithm to maximize the likelihood, but the results are plagued by overfitting issues, with the detected zone showing odd shapes, with elongated arms as an octopus [1, 21]. The elliptic scan statistic [10] detects clusters with circular and elliptic shapes. Tango and Kunoikho proposed FleXcan [21], which computes \( Z \) by all sets of connected subgraphs based on boundary adjacency up to certain maximum number \( K \) of areas. Costa et al. [2] proposed two other flexible shaped cluster detection methods, namely Mlink and Double, which greedily search for a connected adjacency sub-graph \( \hat{z} \) that maximizes the likelihood \( L(z, \theta_c(z), \theta_0(z)) \).

3.3 Usual Evaluation Metrics

All methods are said to detect a zone \( \hat{z} \) if the test is statistically significant or, equivalently, if its associated \( p \)-value is smaller than a certain threshold, typically 0.05 or 0.01. Otherwise, no cluster is detected. To establish notation, we denote by \( C \) the true known set of areas selected to be a cluster in the simulations. We use \( \hat{C} \) to represent the detected cluster (that is, \( \hat{C} = \hat{z} \) when the algorithm has a statistically significant result, and \( \hat{C} = \emptyset \), otherwise).

The most basic metric is the statistical power, the probability \( \pi \) that a cluster is detected when one is indeed present in the data: \( \pi = P(\hat{C} = \hat{z} | C \neq \emptyset) \). Note that we can have \( \hat{C} \cap C = \emptyset \). Recall or sensitivity is denoted by \( R \) and there is more than one possible definition. The most common is \( R = P(\hat{C} \cap C \neq \emptyset | C \neq \emptyset) \); the probability that we detect at least one of the areas that make up the cluster \( C \). Another traditional metric is precision: \( P(\hat{C} \cap C \neq \emptyset | \hat{C} \neq \emptyset) \). Given that the algorithm returns some statistically significant cluster \( \hat{C} \), it is the probability that we detect at least one of the areas in \( C \).

3.4 Evaluation Difficulties

The main problem of these measures is that all regions are treated equally by them. This is problematic because a region belonging to cluster \( C \) is not a guarantee that the observed data reveals the presence of a greater risk in that area. In fact, surprisingly, the opposite can be true. The situation becomes more complicated when we assess the likelihood of a zero disease cases region belonging to the cluster. First, even belonging to the cluster and having a higher risk than in the rest of the map, we can have zero disease cases as the more probable value to be observed in a certain area. If it has a small population, it would be necessary a huge relative risk to likely produce even a single case in the area. Second, and complicating further the analysis, the probability of observing zero cases can be larger under the null hypothesis than under the alternative hypothesis. That is, even belonging to the cluster and having an underlying higher risk than in the rest of the map, zero cases is more compatible with the not in the cluster situation than with the in the cluster situation: \( P(y_i = 0 | i \notin C) > P(y_i = 0 | i \in C) \).

4 NEW EVALUATION METRICS

Each particular area \( i \in C \) has a different probability of being detected depending on (i) the disease incidence rates, (ii) what disease cases are instantiated in that area and (iii) on the cluster detection algorithm adopted. In the usual recall metric calculation, we take the average (over simulations) of \( |\hat{C} \cap C|/|C| \). To count equally
all the areas from $C$ in this denominator is not adequate as some of them, most of the time, will not provide any data-evidence of belonging to a high-risk cluster. This will unduly benefit some algorithms as those that a priori search only for circular clusters. At the same time, these same algorithms will be unduly penalized in the precision metric.

Let $D_i = 1$, if area $i$ is detected (or, equivalently, if $i \in \hat{C}$) and $D_i = 0$, otherwise. Let $Z_i$ be a binary indicator that area $i$ belongs to the spatial disease cluster $C$ and denote by $\pi_i = P(Z_i = 1)$ the prior probability that the $i$-th area belongs to a cluster $C$. We have

$$P(Y_i = y_i|Z_i = 1) = f(y_i; \theta_1)$$

and

$$P(Y_i = y_i|Z_i = 0) = f(y_i; \theta_0).$$

Using the Bayes rule, we obtain $\rho_i = P(Z_i = 1|Y_i = y_i)$, the probability that the $i$-th area belongs to the cluster conditioned on the observed number $y_i$ of disease cases:

$$\rho_i = \frac{f(y_i; \theta_1)\pi_i}{f(y_i; \theta_1)\pi_i + f(y_i; \theta_0)(1-\pi_i)}. \quad (2)$$

We redefine the recall metric $R$ in a way that an algorithm that misses small population areas belonging to a high-risk cluster but has small counts of cases are not unfairly penalized:

$$R \stackrel{\text{def}}{=} \frac{\sum_{i \in C} P(D_i = 1 \text{ and } Z_i = 1 | Y_i = y_i)}{\sum_{i \in C} P(Z_i = 1 | Y_i = y_i)} = \frac{\sum_{i \in C} P(D_i Z_i = 1 | Y_i = y_i)}{\sum_{i \in C} \rho_i} \quad (3)$$

The motivation is clear if we focus on the denominator. Rather than adding 1 irrespective of what is observed, each area of the cluster contributes with $\rho_i$, its posterior data-evidence of belonging to the cluster. The denominator will be a (non-integer) number in the interval $\{0, \#C\}$ and it is equal to the posterior expected number of areas in the cluster: $E(\sum_{i \in C} Z_i | Y_i = y_i)$. This is the expected number of the true cluster areas that may be considered riskier than the baseline risk given the specific observed instances $y_i$. The numerator is the expected number of the true cluster that may be considered riskier than baseline and that is detected by the algorithm conditioned on the observed $y_i$.

Concerning precision, we consider a definition with a rationale similar to that used in (3).

$$P \stackrel{\text{def}}{=} \frac{1}{\#C} \sum_{i \in \hat{C}} P(Z_i = 1 | D_i = 1, Y_i = y_i) \quad (4)$$

These measures depend on the choice of the hyperparameter $\pi_i$. Typically, we adopt a constant value for all areas $i = 1, \ldots, N$. We say more about this choice in the next section.

5 EVALUATION

Our proposed metrics were evaluated using the "Northeastern USA Benchmark Data, Purely Spatial" dataset, described in Section 3.1. The experiments were conducted using an rural area cluster composed of fours areas with a small population and 600 cases in the map. The benchmark dataset works basically with circular shaped clusters. Hence, we created a second source of ground truth spatial clusters with irregularly shaped clusters but these results are not shown here due to lack of space.

The methods considered in our experiments were the Circular Spatial Scan Statistics [9], Double, Mink [2], FleXScan [21] and Elliptic Spatial Scan Statistics [10] with three values for the penalty parameter: 0 (no penalty), 0.5 (medium penalty) and 1 (strong penalty). For all methods, we adopted the Poisson model for the likelihood function and a cluster size limit of 50% of the population. For FleXScan method, we set the maximum number of regions to be included in the cluster as 10, greater than the true cluster used in all the simulations.

We evaluated the scenarios for each method using the usual recall and precision metrics, $|C \cap \hat{C}|/|C|$ and $|C \cap \hat{C}|/|\hat{C}|$, respectively. We also present our $R$ and $P$ proposed metrics, Bayesian Recall and Bayesian Precision, respectively. Our metrics were analyzed using two different values for $\pi_i$ the prior probability that an area is part of the spatial cluster. The first value is equal to 1/2 and it represents a state of complete ignorance about the cluster. The second value is given by the number of areas in the true cluster divided by the total number of areas in the region of study. We do not favor this second choice for this parameter as it seems too pessimistic in terms of the prior knowledge of what the spatial detection algorithm will return. The results for these two values for $\pi_i$ are denoted by $B(1/2)$ and $B(n)$. We also present the results using two simple-minded metrics $R^*$ and $P^*$ based on the sum of the populations. The significance level considered in all tests was equal to 0.05. Only significant results were included in the metrics calculation.

Before we show the results, it is important to understand what we aim to show. We are not trying to find what is the best spatial cluster detection algorithm. What we aim is to show that the ranking among the different algorithms change if more appropriate evaluation metrics than the usual recall and precision are used for this task. A longer and more detailed study, considering additional proposals for this task and a larger set of cluster shapes and population sizes is required to properly evaluate the spatial detection methods. The point is that this evaluation should use metrics such as the ones we are proposing in this paper rather than the naive versions of precision and recall. We hope this paper motivates a discussion about the evaluation metrics and, having established what are the best way to measure performance in this task, to undertake the comparison between the spatial detection methods.

Table 1 show the metrics for the rural cluster used in this paper. The usual recall and precision are under the Regular column header while the Bayesian alternatives for $\pi_i = 1/2$ and $\pi_i = 7/245$ (the number of areas in the cluster divided by the total number of areas in the map) are shown under the headings $B(1/2)$ and $B(n)$, respectively. The population-count metrics are labelled as $R^*$ and $P^*$.

We focus initially on the recall results. We see that the regular recall has smaller values for all algorithms when compared to our proposed recall metric with $\pi_i = 1/2 (B(1/2))$ and with $R^*$. This reflects the harsh penalty imposed on the regular recall metric when the small population area is not included in the detected cluster. Hence, the usual recall metric gives a much too pessimistic view of how the the algorithms perform. The increase in recall from the regular recall metric to $B(1/2)$ or $R^*$ varies from 0.16 to 0.01. Comparing $R^*$ and $B(1/2)$, we do not see much difference
6 CONCLUSIONS

This paper focuses on the task of detecting spatial clusters of high risk in maps composed of small areas. In each area, we observe a rate determined by the ratio between the number of events, disease or death cases, and the population size. We showed that the usual recall and precision metrics are not appropriate to evaluate the algorithms in synthetic datasets. The reason is the mismatch between the cluster specification, crystallized on the generative probabilistic model used to produce the data, and what the instantiated data shows. We develop a probabilistic argument to redefine recall and precision in such a way to provide a fair evaluation of the algorithms.

We hope to start a debate about the specificities and idiosyncrasies of the evaluation measures in the spatial disease cluster detection problem and to have provided an adequate preliminary solution.
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