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ABSTRACT

Image segmentation is a primary step in many computer vision tasks. Although many segmentation methods have been proposed in the last decades, there is no generic method that can be applied in a great variety of images. This work presents a new image segmentation method using texture features extracted by wavelet transforms combined with spatial dependence modeled by a Markov random field (MRF). The method initially produces a coarse segmentation, which is refined through a relaxation method based on a new energy function. A set of textured images is used to demonstrate the effectiveness of the proposed method.

Index Terms—Image segmentation, image analysis, minimization methods, image texture analysis.

1. INTRODUCTION

The primary purpose of an image segmentation system is to extract information from the images to allow the discrimination among different objects of interest. Image segmentation is of great interest in a variety of scientific and industrial fields, with applications in medicine, microscopy, remote sensing, control of quality, retrieval of information in graphic databases, among others. The segmentation process is usually based on gray level intensity, color, shape or texture.

Texture can be characterized by local variations of pixel values that repeat in a regular or random pattern on the object or image. It can also be defined as a repetitive arrangement of patterns over a region. Several methods for unsupervised and supervised texture segmentation and classification have been proposed in the literature. However, neither generic methods nor formal approaches exist that are useful for a great variety of images.

Segmentation methods are usually based on features extracted from pixels located in the image. However, techniques which associate such features with spatial dependence have received increasing attention from scientific community since they present more reliable results than those obtained by using methods based only on features [1, 2]. Besides considering features extracted from image regions, as usually used in region-based segmentation techniques, such methods incorporate information about a region neighborhood through the Bayesian formulation.

Among the main advantages in using segmentation based on random fields are the integration of spatial relationship between adjacent regions of the image [3], the use of several features for image description by means of the Bayesian formulation, the region labeling for generating the final segmentation obtained directly from the random field [4], and the incorporation of constraints into the energy function to be minimized [5].

The energy function commonly presents form $E = E_d + E_n$, where $E_d$ depends on data obtained from the image being segmented or on a training set, and $E_n$ is computed according to the labeling of a neighborhood of each pixel present in the image. The aim of segmentation based on spatial dependence modeled by a MRF is the minimization of such energy function.

This work describes a new image segmentation method using texture features extracted by wavelet transforms combined with spatial dependence modeled by a MRF. This method, which does not require a training set, is composed of two stages. First, the centers of homogeneous regions are located by using the k-means clustering algorithm, resulting in a coarse segmentation. In the second stage, parameters are estimated from the coarse segmentation and a relaxation method is applied to minimize an energy function, resulting in a fine segmentation. Moreover, a new energy function is presented. This function scales both components $E_n$ and $E_d$ to a same range and inserts a penalty when a region should not appear in the final segmentation.

By using this two-step process, the information extracted from the coarse segmentation is used to produce more accurate results to the segmentation. For instance, the initial labeling of MRF is better than usual, which considers only a random labeling. Moreover, parameters are estimated to represent each different region. It also provides clues regarding the range of values of each energy function component and the probability of each region appears in the segmentation.

The paper is organized as follows. Since this work is focused on segmentation based on spatial dependence, Section 2 describes its concepts. In Section 3, the proposed method is presented and discussed. Experimental results obtained by applying the segmentation method and comparisons with other energy functions are shown in Section 4. Finally, Section 5 concludes the paper with final remarks.

2. SEGMENTATION BASED ON SPATIAL DEPENDENCE

Methods based on spatial dependence use the Bayesian formulation to relate features of a region to a certain neighborhood [6]. To divide an image into homogeneous regions by grouping pixels having similar characteristics, such methods consider the existence of an observation (input image with $n$ pixels) and a correctly, but unknown, segmented image.

Each pixel of the image is considered as a random variable that assumes values in $L = \{0, 1, \ldots, G-1\}$, where $G$ denotes the number of regions with distinct characteristics. $Y = \{y_1, y_2, \ldots, y_n\}$ denotes the set composed of the feature vectors representing the ob-
served variables. Information about spatial dependence is modeled by a MRF, represented by the random variable set $X = \{X_1 = x_1, X_2 = x_2, \ldots, X_n = x_n\}$, where $x_i$ belongs to $L$.

The Bayes’ theorem is used to establish a relationship between features $Y$ and the spatial dependence of variables $X$, where $P(X)$ is often called a priori probability. The correct segmentation for an image is that one that maximizes the a posteriori probability $P(X|Y)$, whose estimation is called maximum a posteriori (MAP).

However, the computational cost needed to determine the optimal segmentation with MAP estimation is extremely high, since it is necessary to compute the conditional probability $G^n$ times. Therefore, for practical purposes, segmentation techniques for approximating the optimal solution must be used. Such approximations are obtained by means of relaxation methods such as simulated annealing [7], iterated conditional modes (ICM) [8], belief propagation [10], and graph cuts [11], which maximize probability $P(X|Y)$ by iteratively minimizing a energy function [6]. As described before, in general this energy function presents the form shown in Equation 1.

$$E = E_n + E_d$$  \hspace{1cm} (1)

Assuming that features extracted to each pixel follow a Gaussian distribution, the components of energy function for each pixel in image are shown in Equations 2 and 3. In these equations, $\mu_v$ and $\Sigma_v$ denote the mean vector and the covariance matrix of $v$th class in the image, respectively, $m$ represents the number of neighbors for $x_i$ that belong to classes different from $v$. Finally, $\beta$ is a weight emphasizing the significance of interaction among adjacent pixels inside a neighborhood [6].

$$E_n = 2m\beta$$  \hspace{1cm} (2)

$$E_d = \ln |\Sigma_v| + (y_i - \mu_v)^T\Sigma^{-1}_v(y_i - \mu_v)$$  \hspace{1cm} (3)

### 3. PROPOSED METHOD

The aim of the proposed method is to segment a textured image in $G$ regions having similar features. The method is composed of two stages. The first one segments homogeneous regions of the image by using the k-means clustering method with randomly sampled starting points and a bidimensional histogram. In the second stage, the ICM is used to determine the location of boundaries adjacent regions. The diagram in Figure 1 illustrates the steps of each stage.

During the first stage, the image is divided into a number of square windows, being allowed the overlapping of distinct regions. For each window, a two-level Daubechies wavelet decomposition is applied to compute the energy of six sub-images that present higher frequencies, generating six measures [12], which compose a feature vector. Instead of directly considering the gray level of each pixel to describe each region in the image, such feature vector is used.

Since the result provided by k-means clustering algorithm depends on the cluster centers initially assigned, it is executed a few times with centers randomly sampled each time. After these executions, the clustering which minimizes the mean squared distance from each data point to its nearest center is used to determine the coarse segmentation. This process provides more accuracy to the resulting clustering.

Once the initial clustering is concluded, a bidimensional histogram is calculated, where entry $(x, y)$ contains the occurrence frequency of each $G$ possible labels. Pixel $(x, y)$ is assigned to class $i$ if entry $(x, y)$ has only non zero values in $i$; otherwise, it will not belong to the coarse segment. Therefore, the more overlapping windows, the more precise the result of the first stage will be.

\begin{figure}[h]
\centering
\includegraphics[width=\columnwidth]{fig1.png}
\caption{Diagram illustrating the two stages of the proposed segmentation method. \(a\) result of coarse segmentation is shown in non-white regions; \(b\) samples of each class used to parameter estimation; \(c\) initial labeling of MRF used during the second stage.}
\end{figure}
Furthermore, components \(E_n\) and \(E_d\) are scaled to a same interval of values. This is done because if these two components are in different scale the result of the energy function can be biased. For instance, if \(E_d\) is much bigger than \(E_n\), the labeling of current pixel does not depend on its neighbors, yet it depends only on its feature vector and parameters \(\Sigma_e\) and \(\mu_e\), for each class \(e\). Such scale transformation in data is performed after computing feature vectors for all pixels, and it is applied according to the range occupied by elements of component \(E_n\), which is determined prior the segmentation and depends on the neighborhood order [6].

### 4. EXPERIMENTAL RESULTS

To evaluate our methodology, several experiments were conducted using a large image set. However, due to limited space, results for only three texture mosaics are shown in Figures 3(a)-(c). Since an important aspect considered in this work is the described energy function, mosaics are used because they have known ground truth, thus it is possible to perform a quantitative comparison of results obtained by using different energy functions.

In all experiments, images were partitioned into windows with size of \(8 \times 8\) pixels for feature extraction and parameters estimation. Moreover, in feature extraction executed during the first stage, all 6 measures extracted using wavelet decomposition were normalized so that they follow the Gaussian distribution with mean zero and variance one. K-means clustering method was executed 10 times; starting points were sampled randomly. Furthermore, 100 iterations of ICM, which considered fourth order neighborhood, were performed.

Figure 2 presents the difference in the interval of energy function components \(E_d\) and \(E_n\). The first histogram in Figure 2(a) shows these two components in different scales, resulting from original energy function used by ICM. The resulting segmentation is shown in Figure 3(h). On the other hand, Figure 2(b) shows those components after applying a scale transformation. After this transformation, the segmentation obtained is shown in Figure 3(n). It can be clearly observed the improvement by using a uniform scale in components \(E_d\) and \(E_n\) of Equation 4. The segmentation obtained without scaling is not accurate since the energy function becomes biased by component \(E_d\) which presents higher scale and is more spread than \(E_n\).

Results of another experiment are shown in Figure 3. In this figure, the results are compared using the same parameters in first stage but different energy functions in the second one. The first column shows the original mosaic images, while the others show the obtained results. In addition, the label of each figure presents the percentage of correct segmentation obtained according to the ground truth. The second column presents results by using no spatial dependence during the segmentation; this is done by setting parameter \(\beta\) as 0, which is equivalent to apply a simple Gaussian classifier. Results obtained with the original energy function (Equation 1) are shown in the third column.

Furthermore, other two comparisons are performed in Figure 3. In the fourth column, the results obtained with the energy function described in [4] are shown; this function is defined as \(E = E_n + \alpha(t)E_d\), where \(\alpha(t)\) is a function that depends on the current iteration of the relaxation method. We used \(\alpha(t) = 80 \times 0.9^t + 1/6\), as described in that work. Finally, the last column of Figure 3 presents the segmentation obtained by using the proposed energy function shown in Equation 4.

Since all results were obtained using the same parameters during the first stage, different energy functions can be compared. It can be seen that, without considering the neighborhood (without spatial dependence), the results are worse due to the presence of a significant amount of noise. On the other hand, the noise is almost totally removed when spatial dependence is considered. However, if the energy function is not adaptable to the data, the pixel neighborhood does not have enough influence to lead segmentation to accurate results. Finally, when the data considered are in the same scale and a penalty function according to prior probability is used, results usually become more accurate.

### 5. CONCLUSIONS

This work presented a new image segmentation method using texture features extracted from a wavelet decomposition combined with spatial dependence modeled by a Markov random field. Once the developed method presents two stages, a coarse segmentation can be used for parameter estimation, MRF initialization, and approximation of a prior probability for each class.

Furthermore, the proposed energy function significantly improved segmentation results due to its penalty term and same scale in its components \(E_d\) and \(E_n\). The effectiveness of the proposed method was demonstrated by experiments. Finally, although these concepts have been used with ICM method, their application in other energy minimization methods is straightforward.
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Fig. 3: Results for image segmentation using different energy functions. (a)-(c) original images; (d)-(f) parameter $\beta$ set as 0; (g)-(i) original energy function shown in Equation 1; (j)-(l) energy function described in [4]; (m)-(o) proposed energy function shown in Equation 4.
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