Indirect Eye Gaze Estimation based on Depth Information
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Abstract—Eye gaze estimation has been exploited over the years to enable interaction between the user and a computer system through eye and head movements. In addition, there are applications requiring the estimation of regions in which the user is more interested, such as placement of user-specific advertisement. There are two main approaches to estimate the eye gaze, one is based on intrusive eye gaze trackers and the other is based on data acquired by cameras. Even though the former approach provides a higher accuracy than the latter, it requires the attachment of devices to the user, which might restrict user’s movements. This work proposes a method to estimate the eye gaze in an indirect manner, in which a depth sensor is imaging the user’s face that is looking at a wall being captured by a second camera. The goal is to estimate the eye gaze of the user in the image captured by the second camera. Experimental results demonstrate the viability of the proposed indirect eye gaze estimation method.
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I. INTRODUCTION

Information regarding the eye gaze has been exploited in the literature for several years [1]. The main motivation for that is to enable interactions between an user and computer systems in a very subtle and non-intrusive manner based only on the eyes and head movements. Besides interaction with computer systems [2], other relevant applications that might benefit from eye gaze estimation are the location of regions of interest in a wall displaying some information and person-specific advertisement based on the persistent interest of the user in a specific product capture by his/her eye gaze.

Research on eye gaze aims at estimating the direction a person is gazing. This field has been studied for several years focusing on two main approaches: intrusive eye gaze trackers and camera-based eye gaze trackers [1]. While the former approach uses extra devices such as contact lenses [3] or measurements of skin potentials [4], the latter considers only information of the eye that can be captured by a camera, which is less accurate but does not require special equipment and is non-intrusive, which is highly desirable. This work focuses on the latter approach.

Among the approaches based on cameras, several techniques have been employed, Stiefelhagen et al. [5] employed a neural network trained to estimate the eye orientation while maintaining the head fixed, which limits the user’s movements. Recently, Zhang et al. [2] proposed a gaze interface that does not require the head to be fixed to allow the interaction between the user and a computer system through the computer screen focusing on possible advertisement applications. Other works have been proposed in the field of head pose estimation to support the eye gaze estimation, such as [6] which uses depth information and several other approaches that can be found in [7].

Differently from previously proposed works, which aim at estimating the eye gaze to interact to the computer system through a screen, this paper proposes an approach to estimate the indirect eye gaze, in which a depth sensor is imaging the user’s face that is looking at a wall being captured by a second camera. Our goal is to estimate the eye gaze of the person in the image captured by the second camera (image of the wall). Figure 1 shows an example of the second image and a mark in the wall. The estimation of the eye gaze in this image is made using the depth sensor placed in the user’s right-hand side.

The proposed approach is composed of two main steps. First, the head pose estimation is performed based on the depth information captured by the Kinect camera [8]. With that information, we are able to estimate the angle between the
user’s face and the wall he/his is looking at and the location in which the “eye gaze” will intersect the wall. Then, the second stage locates in the image of the wall captured by the second camera, the region were the intersection with the wall will take place (region that the user is looking at).

The remaining of the paper is divided as follows. Section II describes the methodology developed to perform indirect eye gaze estimation. Then, an experimental validation and a discussion regarding the difficulties found are presented in Section III. Finally, Section IV concludes this work with final remarks and directions to further developments for the method.

II. METHODOLOGY

In this section we detail our gaze estimation system. Our system computes the user’s gaze using an estimation of his head pose. We consider that the users will be away from the region of interest, thus the head orientation can provide a closer approximation of the point of regard.

Our system requires a setup composed of a RGB-D sensor and a Webcam. The RGB-D sensor is used for head pose estimation and the Webcam provides a visualization of the region where the user is looking. Figure 2 shows a diagram with the position of each device in our system. A picture of the prototype is showed in Figure 3.

The system has two phases: the calibration and the execution phase. In the first phase, for setting up the system, a RGB-D sensor (in this work we used a Kinect camera) and a Webcam are calibrated by using the Camera Calibration Toolbox of the Matlab.

The intrinsic calibration of both Kinect camera and Webcam are estimated as well as the extrinsic calibration of the stereo system composed of the two cameras. These calibrations provide the focal distance of Kinect and Webcam ($f_k$ and $f_w$ respectively) and the transformation between the Kinect and Webcam coordinate system (rotation matrix $R$ and translational vector $T$). Thus, our system is capable of determining the position of Webcam relative to the Kinect RGB camera and vice versa, allowing the transformation from one coordinate system to the other. A third calibration was performed to determine the location of the wall in space. This location is given based on the Webcam’s coordinate system.

In execution phase, the main modules of the system are executed. Our system is composed of two modules: the head pose estimation and a second module where is computed the region of interest of users. The system’s workflow can be divided into 5 steps:

1) The persons pose $\mathbf{P}$ of the head is detected using a Kinect camera;
2) This pose $\mathbf{P}$ is used to create a view direction vector $\mathbf{V}$ in Kinects coordinate system;
3) The vector $\mathbf{V}$ is transformed to Webcams coordinate system using the extrinsics parameters $R$ (rotation matrix) and $T$ (translational vector). The final vector is computed as $\mathbf{V}_{\text{w}} = R \ast \mathbf{V} + T$. Also, we transform the point $\mathbf{H}$, which is the location of the user’s head.
4) We compute the intersection point $\mathbf{I} \in \mathbb{R}^3$ between the vector $\mathbf{V}$, starting at $\mathbf{H}$, and the pre-calculated plane of the wall;
5) This 3D point (which is in the coordinate system of the camera) is mapped to the corresponding 2D point in the image.

A. Head Pose Estimation

The goal of this module is to estimate the head’s pose of a user. In order to compute the orientation of user’s head, we use the estimator presented in Microsoft Face Tracking Software Development Kit (MFTSD). This Microsoft estimator uses input data from Kinect and provides some information, such as head pose and facial expressions, in real time.

The head pose $\mathbf{P}$ is computed in a 6-dimensional space and it’s given relative to Kinect position. In every frame, the MFTSD framework outputs $X$, $Y$, and $Z$ position of the users head (point $\mathbf{H}$) and the angles for pitch, roll and yaw, which describe the head’s orientation. By using the head location $(X, Y, Z)$ and orientation, we are able to determine the vector...
V. This vector represents the direction which user is staring at. Figure 4 depicts this vector as a red line.

B. Computing the Region of Interest

By using the plane of the wall in 3D space, in the format $ax + by + cz + d = 0$, and the parametric equations of the line determined by the point $H$ and the vector $V_w = R \ast V + T$, we calculate the intersection point $I$ between this line and the plane.

The point $I$ is represented in 3D space and determines a point in space in Webcams view. With correspondence formulas using intrinsic parameters of the Webcam, we determine the 2D point on image corresponding to that 3D point as:

$$
\begin{align*}
    x &= \frac{f_w \ast I_x}{I_z} + c_x; \\
    y &= \frac{f_w \ast I_y}{I_z} + c_y,
\end{align*}
$$

where $x$ and $y$ are the final coordinates in 2D space, $I_x$, $I_y$ and $I_z$ are the 3D coordinates of the intersection point $I$, $f_w$, $f_w$ is the focal distance, and $c_x$ and $c_y$ are center of image for each axis (intrinsic parameters of the Webcam).

### III. Experiments

In order to evaluate the accuracy of our system, we performed several experiments with 11 users staring at four targets separated by 400 mm (about 86 pixels) in a wall. Figure 8 (a) shows these four targets. They are represented by red X signals.

In our experiments, the users were about 2 meters away from the wall and they looked at each target three times (Figure 3). Considering that the worst measure can be due to human error (they did not point the nose to the targets as advised), we removed the worst result among the three estimations. Figure 7 shows the best estimations provided by our system for each target.

The final result was computed as average of the two estimations for each user. Table I shows the root-mean-square-error (RMSE) of these averages for each one of the four targets. Additionally, the errors for X and Y directions of the wall image are shown. The measures are given in pixels.

The plot in Figure 4 shows the average error and its standard deviation for all targets. The average and standard deviation of the errors for each target considering all users are shown in Figure 6. We can note that there are a clear bias for the error in Targets 1 (blue circle) and 3 (green circle). The center of these ellipses are shifted to the center of the image. One of the reason for such results can be a calibration error.

### Table I

<table>
<thead>
<tr>
<th>Target</th>
<th>X error</th>
<th>Y error</th>
<th>Distance error</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>19.61</td>
<td>50.67</td>
<td>56.16</td>
</tr>
<tr>
<td>T2</td>
<td>19.64</td>
<td>32.58</td>
<td>34.18</td>
</tr>
<tr>
<td>T3</td>
<td>47.29</td>
<td>41.89</td>
<td>56.26</td>
</tr>
<tr>
<td>T4</td>
<td>43.15</td>
<td>43.01</td>
<td>60.48</td>
</tr>
<tr>
<td>Average</td>
<td>32.42</td>
<td>43.04</td>
<td>51.77</td>
</tr>
<tr>
<td>STD</td>
<td>12.88</td>
<td>6.80</td>
<td>10.30</td>
</tr>
</tbody>
</table>

### Fig. 4

Average error (in pixels) and standard deviation for all targets.

### Fig. 5

The 44 target locations estimated in the experiments are represented by color crosses. The circles show the real location for each target. The color of a cross is related to its corresponding circle.

### Fig. 6

Average error and its standard deviation for all four targets. The ellipses are related to a target by their color.
IV. CONCLUSION AND FUTURE WORKS

In this work we propose a gaze estimation system based on the head pose. There are a large number of applications that will be able to use this work, such as security vigilance, marketing, entertainment (i.e. games) and others.

In spite of the errors presented in experiments section, our system can provide an initial estimation for the user’s gaze. In a further approach, the system’s accuracy can be increased by improving the calibration phase in order to reduce the coordinate system transformation error. We will also apply the system to create a heat map to analyse the user’s attention.
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