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ABSTRACT

Remote sensed hyperspectral images have been used for many purposes and have become one of the most important tools in remote sensing. Due to the large amount of available bands, e.g., a few hundreds, the feature extraction step plays an important role for hyperspectral images interpretation. In this paper, we extend a well-known feature extraction method called Extended Morphological Profile (EMP) which encodes spatial and spectral information by using Partial Least Squares (PLS) to emphasize the importance of the more discriminative features. PLS is employed twice in our proposal, i.e., to the EMP features and to the raw spatial information, which are then concatenated to be further interpreted by the SVM classifier. Our experiments in two well-known data sets, the Indian Pines and Pavia University, have shown that our proposal outperforms the accuracy of classification methods employing EMP and other baseline feature extraction methods with different classifiers.

Index Terms— Remote sensing, Hyperspectral image, Feature extraction, Extended morphological profile, Partial least squares.

1. INTRODUCTION

Remote sensed hyperspectral images have been used for many purposes and have become one of the most important tools in remote sensing [1]. First termed as imaging spectroscopy [2], and nowadays known as hyperspectral imaging, this technology has allowed many advances in analysis and interpretation of materials on surface of the earth [3]. In the 1980’s, inside NASA Jet Propulsion Laboratory, researchers started developing new instruments, including the Airborne Imaging Spectrometer (AIS), later called Airborne Visible Infra-Red Imaging Spectrometer (AVIRIS). This sensor covers a range of the electromagnetic spectrum from 0.4 µm to 2.5 µm, at spectral resolution of 10 nm and more than two hundred spectral channels [4]. This technology can identify some materials that can make classification still a challenging task [1, 3, 5]. This challenge formation of an acquired scene, the scarce referenced available data 

for improving classification and/or interpretation. The conventional multispectral analysis techniques may not be suitable for hyperspectral imaging, emphasizing the need for more advanced approaches to deal with such high dimensionality [1, 5]. To surmount this problem, kernel based methods have been applied to this context [6]. In particular, the Support Vector Machines (SVM) learning algorithm with Radial Basis Function (RBF) kernel has demonstrated promising results among other traditional kernel methods and classifiers [7].

In terms of spatial information, the majority of hyperspectral systems have resolution between 1 and 30 meters per pixel [1], representing great capability of distinguishing structures and objects, which may be able to increase the classification accuracy. Therefore, many researches aim at integrating both spectral and spatial information in their classification systems have been performed [8, 9, 10, 11, 12]. Among them, the Extended Morphological Profiles (EMP) approach [8, 3, 13] has demonstrated to be useful to encode both spectral and spatial information in a vector of features.

In this work, we propose a novel classification approach based on the EMP, the Partial Least Squares (PLS) [14, 15], and the SVM learning algorithm, referred to as SpecEmpPLS-SVM. This approach performs the fusion of both spectral and spatial information to take advantage of the ability of the EMP to encode spatial information and the full spectral data given by the raw hyperspectral image, to form a new feature vector using the PLS transformation which emphasizes the importance of the more discriminative features. Then, the SVM is employed as the classifier.

The results obtained on two widely used data sets (Indian Pines and Pavia University data sets) reveal that the spectral and the EMP information fusion using the PLS method and the SVM as classifier (SpecEmpPLS-SVM) presents accuracy indexes greater than those achieved by the EMP feature extraction method alone with Multi-layer Perceptron Classifier [8, 3, 13] and other baselines based on feature selection and kNN (FEGA-kNN) [16] and the raw data (pixel-wise representation) using a SVM classifier.

The remainder of this work is organized as follows. Section 2 describes the main concepts of the extended morphological profile that is used to encode spectral-spatial information. Section 3 presents the proposed method, a classification approach based on the EMP, the PLS, and the SVM, referred to as SpecEmpPLS-SVM. Experiments are described in Section 4 and finally, Section 5 concludes this work.

2. EXTENDED MORPHOLOGICAL PROFILE

The Extended Morphological Profile (EMP), a technique based on Mathematical Morphology (MM) [17], has been studied by many researchers [8, 9, 18, 19, 3, 20, 13] and it has shown to be a successful method to encode spectral-spatial information for classification purposes. The MM has a set of operations that allows us to process the image to remove undesirable objects or even increase the size
and shape of the interesting ones. This is done through an interaction with a known structured shape called Structure Element (SE), which may vary according to the shape of the object of interest. Two important operations for our concern are called opening and closing. While the opening has the ability of removing undesirable structures of a bright object without modifying its size, the closing is used aiming to group bright structures.

To build the EMP of an image, we first need to create the Morphological Profile (MP) of each channel. In a single channel image, the MP is built by applying successive openings and closings by reconstruction [17]. Each MP enlarges or reduces dark and bright structures using openings and closings by reconstruction, resulting in a more homogeneous version of the original image. At each iteration, the SE is increased to capture further spatial information [8]. In the context of hyperspectral images, we must initially reduce the number of channels in the image, otherwise, applying successive openings/closings over all available spectral channels would lead to a higher dimension feature vector and probably to an intractable classification problem. We recommend the reader to see [21] for some insights on the Hughes phenomenon (curse of dimensionality).

The traditional EMP approach uses the Principal Component Analysis (PCA) to project a hypercube onto a lower dimensional space, keeping the spectral information as much as possible. In [8], the total number of Principal Components (PC) used in the EMP scheme should be able to maintain at least 95% of the accumulated variance in the projected image. Fig. 1 illustrates the construction process of an EMP and how the spatial information is captured.

Although the example shown in Fig. 1 corresponds to 10 features, for building a baseline classification approach, we follow the recommendation in [8] that suggests to use four openings/closings, the structuring element with discrete disk shape, radius equal to 4 and increasing step equal to 2, resulting in a feature vector of 18 dimensions. A variability threshold number equal to 95% is chosen to select the number of PCs used to build the EMP.

3. PROPOSED APPROACH

In this section, we introduce a new classification approach, referred to as SpecEmpPLS-SVM, based on the EMP and the PLS transformation for feature representation and the SVM as classifier. Note that the EMP approach is a spectral-spatial feature representation, and as a consequence the proposed representation as well.

The use of MM has proven its potential to encode spatial information through the EMP approach [3, 13]. In this work, we also propose a new method based in [9] to include both spectral and spatial information into a more compact and discriminant vector of features. It is based on the available spectral information and the EMP approach represented in a single stacked vector of features. This is done by applying a supervised feature extraction algorithm on both spectral and EMP feature representation and joining them into a stacked vector [9], as illustrated in Fig. 2. The novelty here is the use of the PLS algorithm [14, 15] to reduce the dimensionality of the data. The new feature representation is then named as SpecEmpPLS.

The PLS algorithm has been used with great success in the field of computer vision to perform some tasks as face identification [22, 23] and pedestrian detection [24, 25, 26], being very effective for dimension reduction, e.g., PLS was able to reduce the feature space from more than 160,000 to 20 dimensions and achieved accurate results [24]. Its classical form is based on the Nonlinear Iterative Partial Least Squares (NIPALS) algorithm [14] to model relations among features on the data through latent variables. Basically, new features (latent variables) are generated as a linear combination of the original feature set considering its respective classes or categories. In this way, the PLS algorithm searches for an orthogonal projection in which the original features are correlated with the respective class, maximizing the covariance in the latent space as much as possible. More details regarding PLS can be found in [14, 17, 25, 22].

To build the SpecEmpPLS feature representation scheme, we first need to build an EMP fully loaded of spatial information. This is done by using a larger variance threshold to select the projected features, i.e., number of PCs of a PCA. In this case, Fauvel et al. [9] suggest to use 99% of variability of the data as threshold in order to select the number of PCs. We keep the other parameters in the traditional EMP described in Section 2. After building the EMP, the PLS algorithm is applied to the data to reduce the dimensionality. Only 5% of training samples were randomly chosen to build the PLS models. We then select a number of features (projected features or latent
variables) which represents 99% of variance of the data, as suggested in [9]. The same procedure is applied to the hyperspectral data, then all projected features of each feature scheme are stacked in a single vector of features. Once the SpecEmpPLS feature representation is built, the SVM learning algorithm [28] with RBF kernel is applied to classify the data. We have chosen such kernel due to its success when dealing with hyperspectral data [9, 3].

4. EXPERIMENTAL RESULTS

In this section, we perform experiments in order to validate our proposed approach. Initially, a description of data sets used and their setup for the experiments is presented. Then, the accuracies obtained for our proposed approach and for other 3 baselines aiming a comparison are presented and finally discussed.

4.1. Evaluation Data Sets

Experiments were performed on two widely used data sets, Indian Pines and the Pavia University, taken by the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) [4] and Reflective Optics System Imaging Spectrometer (ROSI) [29], respectively. The two data sets are described below (more details regarding these data sets can be found in [30, 31]).

The Indian Pines data set. It is an agricultural area recorded over North-western Indiana, USA, with dimensions of 145 × 145 pixels, a spatial resolution of 20m per pixel, and 220 channels covering a spectral range of 0.4µm to 2.5µm. Fig. 3(a) shows a RGB false color composition of this area using the following channels: R(50), G(20), and B(10). The same twenty noisy bands (channels 104-108, 150-163, and 220) mentioned in [32] are removed from this data set, the color composition of this area using the following channels: R(50), G(20), and B(10) mentioned in [32] are removed from this data set.

The Pavia University data set. It is an urban area recorded over the University of Pavia, Italy. The image is composed of 610 × 340 pixels with a spatial resolution of 1.3m/pixel, spectral range of 0.43µm to 0.86µm along its 115 channels. Twelve noisy channels were removed from the remaining 103 bands for the experiments1. In the second column in Table 2, the number of samples for each of the 9 classes is shown.

Table 1. Accuracy and F − score results for the Indian Pines data set using only 10% for training.

<table>
<thead>
<tr>
<th># samples</th>
<th>Pixelwise SVM (200 features)</th>
<th>kNN (95 features)</th>
<th>MLP (18 features)</th>
<th>SpecEmpPLS SVM (490 features)</th>
</tr>
</thead>
<tbody>
<tr>
<td>65</td>
<td>80.24 ± 0.20</td>
<td>81.24 ± 0.38</td>
<td>84.00 ± 0.78</td>
<td>93.05 ± 0.11</td>
</tr>
<tr>
<td>70</td>
<td>78.34 ± 0.10</td>
<td>81.43 ± 0.21</td>
<td>85.13 ± 0.62</td>
<td>93.76 ± 0.98</td>
</tr>
<tr>
<td>75</td>
<td>79.54 ± 0.09</td>
<td>82.56 ± 0.12</td>
<td>86.23 ± 0.24</td>
<td>94.25 ± 0.86</td>
</tr>
<tr>
<td>80</td>
<td>80.74 ± 0.10</td>
<td>83.78 ± 0.23</td>
<td>87.46 ± 0.26</td>
<td>94.86 ± 0.96</td>
</tr>
<tr>
<td>85</td>
<td>81.94 ± 0.09</td>
<td>84.95 ± 0.11</td>
<td>88.67 ± 0.28</td>
<td>95.47 ± 0.85</td>
</tr>
<tr>
<td>90</td>
<td>83.14 ± 0.08</td>
<td>86.16 ± 0.12</td>
<td>89.88 ± 0.26</td>
<td>96.08 ± 0.94</td>
</tr>
</tbody>
</table>

Table 2. Accuracy and F − score results for the Pavia University data set using only 10% for training.

<table>
<thead>
<tr>
<th># samples</th>
<th>Pixelwise SVM (100 features)</th>
<th>kNN (54 features)</th>
<th>MLP (15 features)</th>
<th>SpecEmpPLS SVM (490 features)</th>
</tr>
</thead>
<tbody>
<tr>
<td>85</td>
<td>91.12 ± 0.07</td>
<td>98.24 ± 0.13</td>
<td>99.67 ± 0.25</td>
<td>99.54 ± 0.04</td>
</tr>
<tr>
<td>90</td>
<td>92.32 ± 0.08</td>
<td>98.45 ± 0.14</td>
<td>99.98 ± 0.31</td>
<td>99.87 ± 0.05</td>
</tr>
<tr>
<td>95</td>
<td>93.53 ± 0.09</td>
<td>99.67 ± 0.15</td>
<td>100.00 ± 0.32</td>
<td>100.00 ± 0.05</td>
</tr>
<tr>
<td>100</td>
<td>94.74 ± 0.10</td>
<td>100.00 ± 0.16</td>
<td>100.00 ± 0.34</td>
<td>100.00 ± 0.06</td>
</tr>
<tr>
<td>105</td>
<td>95.95 ± 0.11</td>
<td>100.00 ± 0.17</td>
<td>100.00 ± 0.36</td>
<td>100.00 ± 0.07</td>
</tr>
<tr>
<td>110</td>
<td>97.16 ± 0.12</td>
<td>100.00 ± 0.18</td>
<td>100.00 ± 0.38</td>
<td>100.00 ± 0.08</td>
</tr>
<tr>
<td>115</td>
<td>98.37 ± 0.13</td>
<td>100.00 ± 0.19</td>
<td>100.00 ± 0.40</td>
<td>100.00 ± 0.09</td>
</tr>
</tbody>
</table>

4.2. Evaluation criteria

As the size of the training data is an important issue in remote sensed image classification, experiments were carried out by using different training sizes to evaluate the robustness of our proposed approach. We set up our experiments as follows:

Training phase. We train the classification approaches with training sample sizes of 10%, 15%, 20%, and 25% (full training set), where the samples were randomly chosen. The models produced here will be used in the final testing phase.

Testing phase. For each classifier, we ran the experiments 30 times, and then Confidence Intervals (CI) obtained from the mean and standard deviation of the Overall Accuracy (OA), Average Accuracy (AA), and F − score (2-precision/recall) for each class were reported. The respective sample size of the test sets are 90%, 85%, 80% and 75%.

1The available data set already contains only 103 bands, and so it is not possible to discriminate which channels were removed from it.
4.3. Results and Comparisons

In this section we present the results achieved by the proposed method and compare them to other three classification methods: Pixelwise-SVM, FEGA-kNN and EMP-MLP. First, the Pixelwise-SVM approach is the simplest one in terms of representation, since it uses the raw data and is based only on spectral information. That is, all the hyperspectral bands of each data set are taken as features. Moreover, the SVM algorithm with RBF kernel is used for classification. The FEGA-kNN approach is based on feature selection by means of Genetic Algorithms and it uses the kNN algorithm for classification [16]. This approach is also based only on spectral information. Finally, the EMP-MLP uses the well-know EMP feature representation, which is a spatial-spectral representation, and the MLP classifier as suggested in [9].

Due to space constraints, only the thematic maps for the Indian Pines data set produced by the Pixelwise-SVM and the SpecEmpPLS-SVM classification approaches (Fig. 3) is shown for comparison purposes. By observing the values presented in the caption of this figure, we can see that the error accuracy achieved by the SpecEmpPLS-SVM approach is reduced from about 20% (Pixelwise-SVM) to only 6%. Moreover, visually we can notice that the classified regions (Fig. 3(d) vs Fig. 3(c)) are quite more consistently defined when compared to the ground truth in Fig. 3(b).

Fig. 4 shows plots of the overall accuracies obtained by our proposal and the three other approaches used in this comparison as a function of the portion of samples used for the training set (i.e., 10%, 15%, 20%, and 25%). It is noticeable that in all cases, the accuracy obtained by our approach is statistically greater than the other approaches. The EMP-MLP and Pixelwise-SVM approaches present similar results when using 25% of training samples and the FEGA-kNN classification approach reaches the worst results in all scenarios, mainly due to the use of kNN classifier. Even though we only show results for the Indian Pines data set, the kNN algorithm does not achieve promising accuracy for both datasets been considered. It is important to remember that the goal of this last approach is to use few features/bands.

Finally, we discuss the results presented in Tables 1 and 2, which show the overall and average accuracies (OA and AA), and the $F - score$ by classes obtained by the proposed approach and the three other baselines for the Indian Pines and Pavia University data sets, respectively. According to both tables, the proposed approach achieves greater overall accuracies when compared to the other methods. Regarding the $F - score$, for the Pavia University data set (Table 2) our approach also achieved the greatest, and best, results for all classes. For the Indian Pines data set (Table 1), the best $F - score$ is achieved by our approach in 14 out 16 classes. The EMP-MLP approach has achieved better results than our approach in only two classes, i.e., Oats and Grass/pasture-mowed (G./p.-mowed) classes, two small classes (with 26 and 20 samples, respectively in the entire data set). Despite that fact, it reasonable to state that the proposed SpecEmpPLS-SVM approach outperformed the other approaches in terms of accuracy for the two data sets considered in these experiments.

Note that the worst results for the Indian Pines dataset (Table 1) are obtained for the two smallest classes of Indian Pines, which use only one sample for PLS model building (corresponds to 5% of training samples from total of 20 and 26 samples for which class). If a fixed and greater number of samples per class (e.g., a minimum of 10) were used for building the PLS model, the accuracy for these classes would be significantly improved.

5. CONCLUSIONS

In this work, we proposed a novel classification approach based on the EMP, the Partial Least Squares (PLS), and the SVM learning algorithm called SpecEmpPLS-SVM that uses both spectral and spatial information analyzed by PLS to emphasizes the importance of the more discriminative features. The experimental results showed that the proposed approach achieved the best results in two well-known and widely employed data sets when compared with three other methods. In addition, our method also demonstrated to be robust when just a part of the training data is used to learn the classification models, making it useful for a large range of applications, mainly those with restrict number of samples. We can attribute such a feature to the Partial Least Squares since it was designed to work when few samples are available for learning.
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